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1. Introduction

In last meeting, the basic simulation methodology framework has been agreed [1]. 
Agreement

For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted

Agreement

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two

· FFS the detailed set of scenarios/configurations

· FFS other cases for generalization verification, e.g.,

· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement

For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:

· Various deployment scenarios (e.g., UMa, UMi, InH)

· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)

· Various carrier frequencies (e.g., 2GHz, 3.5GHz)

· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.

· Companies to report the selected scenarios for generalization verification

Conclusion

If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:

· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)

· Various sizes of CSI feedback payloads, FFS candidate payload number

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)

· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.

· Companies to report the selected configurations for generalization verification

· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.

· Note: It is not precluded that companies use ideal channel to calibrate
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.
Agreement

For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,

· 100% outdoor UE is assumed for UE distribution.

· FFS: whether to add O2I carpenetration loss per TS 38.901 if the simulation assumes UEs inside vehicles

· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h

· Note: Companies to report the set/subset of speeds

· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:

· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.

· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.

· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.

· Data pre-processing/post-processing

· Loss function

· Others are not precluded

In this contribution, we will provide some discussions on the details of evaluation on AI/ML for CSI feedback.
2. Discussions 
2.1 CSI compression in temporal-spatial-frequency domain
According to the discussions in last meeting, CSI compression in temporal-spatial-frequency domain is proposed by many companies and larger gain is shown compared to spatial-frequency domain compression [2]. The description of CSI compression in temporal-spatial-frequency domain is captured in [3]. The evaluation for CSI compression in spatial-frequency domain and in temporal-spatial-frequency domain could share the same evaluation framework. Since CSI compression in temporal-spatial-frequency domain utilizes historic channel information to make further overhead reduction, the dataset construction for temporal-spatial-frequency domain CSI feedback should consider multiple samples within channel coherence time. 
Proposal 1: The evaluation for CSI compression in spatial-frequency domain and in temporal-spatial-frequency domain could share the same evaluation framework.

2.2 SGCS calculation for rank>1
In last meeting, Method 1 and 3 is proposed by moderator for further discussions[2] as follow:

Proposal 2.2-3: For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, further consider the GCS/SGCS calculation/extension methods of Method 1 and Method 3:

· Method 1: Average over all layers

· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)

· FFS: Further down-selection between the above methods or take one of the above methods as baseline

For different scenarios, the probability of occurrence of different rank is different due to the influence of specific channels. It is difficult to find a unified method for GCS/SGCS calculation with different weights for different rank. The calculation of SGCS for rank>1 is also related to the training strategy. There are different ways to train the AI model. One way is that different AI model is trained for different rank. Another way is that a unified AI model is trained for different rank. If unified per layer AI model is trained for different rank, there is no big different between method 1 and 3. For simplicity, Method 1 could be used as baseline. 

Proposal 2：For SGCS calculation for rank>1, method 1(average over all layers) is proposed as baseline.

2.3 CSI payload calculation 
CSI payload calculation is discussed in last meeting. The payload of R16 Type 2 based feedback varies with channel states changing even for the same rank. Therefore, even with given rank distribution, the precise overhead of R16 Type 2 based feedback could not be derived directly. Moderator also provided a clear description of the average Type II feedback overhead. For AI-based CSI compression, the calculation is AI model specific. If unified per layer AI model is used, the overhead of CSI compression is liner increase with layer number. For rank specific AI model, the overhead of CSI compression will be depended on the overhead per rank and rank distribution. 

Proposal 3: CSI payload calculation for R16 type II should be aligned between different companies and CSI payload for different AI model schemes could be reported by different companies. 
3. Evaluations for spatial-frequency domain CSI compression
The basic simulation assumptions for AI/ML based spatial-frequency domain CSI compression are listed in Appendix. The details of dataset construction are provided in Table 1. With the transformer-based AI/ML model proposed in [5], the SCGS of 48bits and 128 bits CSI feedback by 500 epoch training are 0.83 and 0.92 for rank 1. We also test the AI model trained in Uma with test dataset from Umi scenario. The SCGS of 48bits CSI feedback is around 0.76.
Observation 1: From preliminary results, AI based spatial-frequency domain CSI compression shows good SGCS performance at least for rank=1.
Table 1 Assumptions for dataset construction

	Parameter
	Value

	Channel model
	Uma or Umi

	Number of UEs in training set Ntrain
	3000

	Number of UEs in testing set Ntest
	400

	Number of sampling slots Nslot
	200

	Number of interval slots T
	100


4. Conclusion
In summary, the following observations and proposals are provided:
Observation 1: From preliminary results, AI based spatial-frequency domain CSI compression shows good SGCS performance at least for rank=1.

Proposal 1: The evaluation for CSI compression in spatial-frequency domain and in temporal-spatial-frequency domain could share the same evaluation framework.

Proposal 2：For SGCS calculation for rank>1, method 1(average over all layers) is proposed as baseline.

Proposal 3: CSI payload calculation for R16 type II should be aligned between different companies and CSI payload for different AI model schemes could be reported by different companies. 
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Appendix
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only,  2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz

	Simulation bandwidth
	10MHZ

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	Rank 1

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS
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