3GPP TSG RAN WG1 #110bis-e                                         R1-2208969
e-Meeting, October 10th – 19th, 2022

Source: 	CATT
Title:	Evaluation on AI/ML for beam management
Agenda Item:	9.2.3.1
Document for:	Discussion and Decision

1. [bookmark: _Ref521334010]Introduction
In RAN1#110 meeting, the following agreements were made for evaluation on AI/ML for spatial-domain beam prediction [1]:
	Agreement
 The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE distribution

	· FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· 
· Other values are not precluded 
· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant
· More UEs per sector/cell for data generation is not precluded. 


	UE Antenna Configuration
	· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· [Panel structure: (M,N,P) = (1,4,2)]
· panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams



Agreement
The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded

	UE distribution
	· For spatial domain beam prediction: 
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor


	
Agreement
· If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 
· This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size


In this contribution, evaluation methodology and KPIs for AI/ML based beam management enhancement are discussed. Simulation results for beam pair and Tx beam prediction are also provided.
2. Discussion
2.1. Sub use cases of beam management
During RAN1#109 e-meeting, it was reached a consensus on two types of sub use cases for beam management, including BM-Case1 and BM-Case2 [2].
Based on the last meeting agreements as following, for BM-Case1, there are two alternatives and for each alternative, DL Tx beam, DL Rx beam and beam pair prediction can be further studied [1]:
	Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


[bookmark: _GoBack]In this contribution, we will focus on the evaluation of Alt.2 of BM-Case1, i.e., Set B is a subset of Set A. In the evaluation of Alt.2 of BM-Case1, we focus on the DL Tx beam prediction and beam pair prediction.
2.2. [bookmark: _Ref115340215]Simulation Assumptions
Based on the agreements in the RAN1#109 e-meeting and RAN #110 meeting [1][2], for dataset generation and performance evaluation for AI/ML in beam management, Dense Urban (macro-layer only, TR 38.913) is the basic scenario. According to the simulation assumptions for Dense Urban scenario for SLS, our simulation assumptions are shown in Table 12 in Annex.
In our simulation for beam pair prediction, the number of beam pairs in Set A is 128, which includes 32 gNB DL Tx beams and 4 UE DL Rx beams. The number of beam pairs in Set B is 32, which includes selected 8 gNB DL Tx beams and 4 UE DL Rx beams. To determine 8 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern and random pattern in our simulation. 
For DL Tx beam prediction, the number of Tx beam in Set A is 32. The number of Tx beam pairs in Set B is 8. To determine 8 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern and random pattern in our simulation. The UE DL Rx beam is 1 selected from 4 UE DL Rx beam.
The fixed pattern selection is shown in Figure 1. For random pattern, the 8 gNB DL Tx beams are randomly selected from 32 gNB DL Tx beams.


[bookmark: _Ref111216363]Figure 1: Fixed pattern 1 selection of DL TX beam

2.3. Model description
In our simulation, we investigate ResNet based AI/ML model. This model is a beam prediction model based on ResNet as shown in Figure 2. The model is composed of a three-layer full connection structure and two Resblocks. In one Resblock, a three-layer convolution structure is used, and residual calculation between the first layer and the last convolution layer is conducted. The structure is repetitive between two Resblocks. The input data is the L1-RSRP (and beam ID) vector for 32 beam pairs. The output data is the index of the Top-N beam pair or Tx beam.


[bookmark: _Ref111234147]Figure 2: ResNet based Model 
For ResNet based model, our simulation parameters are listed as Table 1:
[bookmark: _Ref111217636]Table 1: Simulation parameters for ResNet based model
	AI/ML model
	ResNet based model

	Training methodology
	Offline training

	Loss function
	Cross entropy

	Optimization function
	Adam

	Learning rate 
	First 100 epoch 0.001, then 0.0001

	Dataset size
	190k

	Training data
	110k

	Validation data
	40k

	Testing data
	40k

	Model Size
	104K

	FLOPs
	2.84M


2.4. KPI
To evaluate the performance of AI/ML in beam management, the KPI has been discussed during the previous meetings. Based on the previous meeting agreements, the KPI includes two types, which are beam prediction accuracy related KPIs and system level performance related KPIs. 
In our simulation, we select the following KPIs for beam prediction accuracy:
· Beam prediction accuracy for Top-1 and Top-3 beams
· Average L1-RSRP difference of Top-1 predicted beam
Based on the agreements in RAN1#109 e-meeting, for the definition of beam prediction accuracy, we use Option2, which is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams” [2]. The L1-RSRP difference of Top-1 predicted beam is the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam.
Proposal 1: To evaluate the performance of AI/ML in beam management, the definition of beam prediction accuracy for Top-1 and/or Top-K beams is Option 2, i.e., the Top-1 genie-aided beam is one of the Top-K predicted beams.
2.4.1. Simulation results
We evaluate the beam pair prediction and DL Tx beam prediction accuracy related KPIs using fixed pattern and random pattern. The simulation results are shown for Top-1 accuracy, Top-3 accuracy and average Top-1 RSRP difference. Moreover, the generalization and system level performance are provided.
2.4.2. Beam pair prediction
In the evaluation of beam pair prediction, we use fixed pattern 1 in Figure 1 and random pattern to evaluate, respectively. The simulation assumption is described in Section 2.2. The simulation results of Top-1 accuracy, Top-3 accuracy and average Top-1 RSRP difference are shown in Table 2 and Table 3.
[bookmark: _Ref115179396]Table 2: Beam pair prediction accuracy with fixed pattern1
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.9563
	0.9866
	0.0127


[bookmark: _Ref115179398]Table 3: Beam pair prediction accuracy with random pattern
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.1289
	0.3954
	11.6323


Observation 1: For Beam pair prediction, beam prediction accuracy with fixed pattern has better performance than random pattern, since beam ID is implicit in the fixed pattern.
Besides the input of L1-RSRP, we also evaluate the random pattern with the additional input of beam ID. The simulation results are shown in Table 4. Compared with beam prediction accuracy with random pattern using L1-RSRP input only, additional Beam ID input have significant performance gain.
[bookmark: _Ref115179757]Table 4: Beam pair prediction accuracy with random pattern and beam ID
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.7004
	0.8700
	1.4057


Observation 2: For Beam pair prediction, additional Beam ID input have significant performance gain compared with beam prediction accuracy with random pattern using L1-RSRP input only.
2.4.3. DL Tx beam prediction
The optimal DL Tx beam can be predicted by a selected DL Rx beam. In the evaluation of DL Tx beam prediction, we use fixed pattern 1 in Figure 1 and random pattern to evaluate, respectively. The simulation assumption is described in Section 2.2. The simulation results of Top-1 accuracy, Top-3 accuracy and average Top-1 RSRP difference are provided in Table 5 and Table 6.
[bookmark: _Ref115180120]                   Table 5: DL Tx beam prediction accuracy with fixed pattern1
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.9842
	0.9999
	0.0202


[bookmark: _Ref115180123]
Table 6: DL Tx beam prediction accuracy with random pattern
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.1513
	0.4252
	12.7665



Observation 3: For DL Tx beam prediction, beam prediction accuracy with fixed pattern has better performance than random pattern, since beam ID is implicit in the fixed pattern.
Besides the input of L1-RSRP, we also evaluate the random pattern with the additional input of beam ID. The simulation results are shown in Table 7. Compared with beam prediction accuracy with random pattern using L1-RSRP input only, additional Beam ID input have significant performance gain.
[bookmark: _Ref115254790]Table 7: DL Tx beam prediction accuracy with random pattern and beam ID
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	0.5833
	0.7043
	1.0647



Observation 4: For DL Tx beam prediction, additional Beam ID input have significant performance gain compared with beam prediction accuracy with random pattern using L1-RSRP input only.
Based on the above observations, additional Beam ID input is useful to improve the performance of beam predication accuracy. Thus, we have the following proposal.
Proposal 2: For AI/ML based beam management, DL Tx and/or Rx beam ID is supported as an additional input besides L1-RSRP measurement based on Set B.
2.4.4. Generalization
In the training phase, the size of input set B is 32 beam pairs. In the inference phase, we simulate different sizes of set B as inputs, which are 16, 32 and 64, respectively. 
For 16 beam pairs in Set B, they include selected 4 gNB DL Tx beams and 4 UE DL Rx beams. To determine 4 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 2 and random pattern in our simulation. The fixed pattern 2 selection is shown in Figure 3. For 32 beam pairs in Set B, they include selected 8 gNB DL Tx beams and 4 UE DL Rx beams. To determine 8 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 1 and random pattern in our simulation. The fixed pattern 1 selection is shown in Figure 1. For 64 beam pairs in Set B, they include selected 16 gNB DL Tx beams and 4 UE DL Rx beams. To determine 16 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 3 and random pattern in our simulation. The fixed pattern 3 selection is shown in Figure 4.


[bookmark: _Ref115350559]Figure 3: Fixed pattern 2 selection of DL TX beam



[bookmark: _Ref115350645]Figure 4: Fixed pattern 3 selection of DL TX beam
The simulation results of accuracy related KPIs using fixed pattern, i.e., training using fixed pattern 1 but inference using fixed pattern 1,2,3, respectively, are shown in Table 8. The simulation results of accuracy related KPIs using random pattern with beam ID are shown in Table 9.
[bookmark: _Ref115257091]Table 8: The number of beam pairs in Set B for training and inference are different with fixed pattern
	Test
Train
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	
	16
	32
	64
	16
	32
	64
	16
	32
	64

	32
	0.2761
	0.9563
	0.8414
	0.4550
	0.9993
	0.9710
	12.4924
	0.0323
	4.3980



[bookmark: _Ref115257092]Table 9: The number of beam pairs in Set B for training and inference are different with random pattern and beam ID
	Test
Train
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	
	16
	32
	64
	16
	32
	64
	16
	32
	64

	32
	0.4590
	0.7004
	0.7709
	0.7695
	0.8922
	0.9359
	4.2358
	1.4057
	0.1321



Observation 5: For AI/ML based beam management, there is significant performance degradation when the number of beams (pairs) of Set B for inference is smaller than that of Set B for training.
Scenario#2: In the training phase, the sizes of input set B are mixed 16, 32 and 64 beam pairs together. In the inference phase, we simulate different sizes of set B as inputs, which are 16, 32 and 64, respectively.  The simulation results of accuracy related KPIs using fixed pattern, i.e., training using fixed pattern 1,2 and 3 together, but inference using fixed pattern 1,2,3, respectively, are shown in Table 10. The simulation results of accuracy related KPIs using random pattern with beam ID are shown in Table 11.
[bookmark: _Ref115354049]Table 10: Training with mixed numbers of beam pairs in Set B with fixed pattern
	Test
Train
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	
	16
	32
	64
	16
	32
	64
	16
	32
	64

	Mixed 16, 32 and 64
	0.8560
	0.9419
	0.9469
	0.9771
	0.9977
	0.9990
	1.1749
	0.0835
	0.0108



[bookmark: _Ref115354056]Table 11: Training with mixed numbers of beam pairs in Set B with random pattern and beam ID
	Test
Train
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	
	16
	32
	64
	16
	32
	64
	16
	32
	64

	Mixed 16, 32 and 64
	0.7898
	0.7902
	0.7914
	0.9025
	0.9258
	0.9301
	1.0579
	1.0683
	1.0652



Observation 6: For AI/ML based beam management, the performance of AI/ML model, which is trained with mixed numbers of beams (pairs) in Set B, is similarity for different numbers of beams (pairs) in Set B.
Proposal 3: For AI/ML based beam management, the AI/ML model trained with mixed numbers of beams (pairs) in Set B has significant generalization performance for different numbers of beams (pairs) in Set B.
3. Conclusions
In this contribution, the simulation results for Alt.2 of BM-Case1 are given and discussed. The observations and proposals are summarized as follows:
Observation 1: For Beam pair prediction, beam prediction accuracy with fixed pattern has better performance than random pattern, since beam ID is implicit in the fixed pattern.
Observation 2: For Beam pair prediction, additional Beam ID input have significant performance gain compared with beam prediction accuracy with random pattern using L1-RSRP input only.
Observation 3: For DL Tx beam prediction, beam prediction accuracy with fixed pattern has better performance than random pattern, since beam ID is implicit in the fixed pattern.
Observation 4: For DL Tx beam prediction, additional Beam ID input have significant performance gain compared with beam prediction accuracy with random pattern using L1-RSRP input only.
Observation 5: For AI/ML based beam management, there is significant performance degradation when the number of beams (pairs) of Set B for inference is smaller than that of Set B for training.
Observation 6: For AI/ML based beam management, the performance of AI/ML model, which is trained with mixed numbers of beams (pairs) in Set B, is similarity for different numbers of beams (pairs) in Set B.

Proposal 1: To evaluate the performance of AI/ML in beam management, the definition of beam prediction accuracy for Top-1 and/or Top-K beams is Option 2, i.e., the Top-1 genie-aided beam is one of the Top-K predicted beams.
Proposal 2: For AI/ML based beam management, DL Tx and/or Rx beam ID is supported as an additional input besides L1-RSRP measurement based on Set B.
Proposal 3: For AI/ML based beam management, the AI/ML model trained with mixed numbers of beams (pairs) in Set B has significant generalization performance for different numbers of beams (pairs) in Set B.
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5. [bookmark: _Ref110961941]Annex
[bookmark: _Ref111217415]Table 12: Simulation assumptions for Dense Urban scenario for Alt.2 of BM-Case1
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz SCS: 120 kHz

	Deployment
	200m ISD, 2-tier model with wrap-around (19 sites, 3 sectors/cells per site)

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	10 UEs per sector/cell for full buffer traffic
80% indoor ,20% outdoor as in TR 38.901

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	BF scheme
	DFT codebook

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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