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Introduction
In RAN1 #110, the following agreements on evaluation of AI/ML based positioning have been achieved.
	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For AI/ML-based positioning, study impact from implementation imperfections.


Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 

Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.


Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.


Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output

Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).




In this contribution, we provide some discussion on evaluation of AI/ML based positioning.
Discussion
Evaluation assumption
In RAN1 #109 meeting, key evaluation assumptions (EVM) on AI/ML based positioning were agreed. Usually positioning should be based on measurement from a set of reference signals, e.g. PRS or SRS. Currently several aspects on EVM are unclear, for example, whether perfect channel estimation or ideal channel estimation should be assumed, and whether the cells are well calibrated, i.e. whether some random phase offset between TRPs should be considered. 
The positioning may be based on measurement of signals from multiple cells. The signal quality from different cells could be different. A UE may not be able to measure downlink signals from some cells accurately. Thus, to make the evaluation more practical, it is necessary to model actual channel estimation.
In addition, it is unclear whether the random phase offset between TRPs could have any impact on the positioning performance. Usually, the cells cannot be perfectly calibrated. It is necessary to study whether such random phase offset can cause performance degradation or not.
Proposal 1: The study of AI/ML based AI/ML based positioning should be based on actual channel estimation.
Proposal 2: The study of AI/ML based AI/ML based positioning should take random phase offset between cells into account.

KPI
To facilitate AI/ML based positioning in network side, some UE feedback could be necessary. Although network can trigger SRS for positioning, due to transmission power limitation, UE may not be able to transmit SRS in a wide bandwidth to some cells. Thus, UE feedback could still be one way to assist AI/ML based positioning in network side. Then the overhead for the UE feedback should be considered as a KPI. Larger overhead may not be helpful to bring in significant positioning accuracy gain. While, larger overhead may cause unnecessary performance degradation. 
Proposal 3: Support UE feedback overhead as a KPI for AI/ML based positioning.

Use case
In RAN1 #109 meeting, the following categories on the use cases for AI/ML based positioning have been agreed.
· Direct AI/ML positioning
· AI/ML assisted positioning

Usually, AI/ML is used to handle the complicated issues directly. According to some previous simulation results, it is possible to use AI/ML to predict the UE position directly. Thus, it is more reasonable to prioritize the direct AI/ML positioning compared to AI/ML assisted positioning. For direct AI/ML positioning, the CIR should be the input with the most comprehensive information. Thus it is straight-forward to consider CIR as the input for AI/ML. However, with regard to possible channel estimation errors for the CIRs, the L1-SINR for each CIR can be considered as part of the input. Then the CIR with a better L1-SINR may be prioritized in the AI/ML, so that the CIR with more channel estimation error can be deprioritized, and the impact from channel estimation error can be reduced.
Proposal 4: Compared to AI/ML assisted positioning, direct AI/ML positioning should be prioritized.
Proposal 5: For direct AI/ML positioning, consider to use CIR and L1-SINR from each cell as the input.
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based CSI compression. Based on the discussion, the following proposals have been achieved.
Proposal 1: The study of AI/ML based AI/ML based positioning should be based on actual channel estimation.
Proposal 2: The study of AI/ML based AI/ML based positioning should take random phase offset between cells into account.
Proposal 3: Support UE feedback overhead as a KPI for AI/ML based positioning.
Proposal 4: Compared to AI/ML assisted positioning, direct AI/ML positioning should be prioritized.
Proposal 5: For direct AI/ML positioning, consider to use CIR and L1-SINR from each cell as the input.

