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1	Introduction
In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. This is the first AI/ML study for 3GPP RAN1, and the intention is to explore the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact.
One of the use cases identified for the pilot study is positioning accuracy enhancements [1]:
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels




In this contribution, the positioning use case and relevant sub use cases for positioning and enhancement areas will be discussed. 
As reference, in the first RAN1 meeting (RAN1#109e) for the AI PHY SI, the following agreements were made [2]:
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1




In RAN1#110, the following agreements and conclusions were made [3]:
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 





[bookmark: _Ref178064866]2	Discussion
Cellular based positioning methods were standardized for NR in Rel-16 and several enhancements were added in Rel-17. With the larger bandwidths typically available in NR, positioning performance has the potential to be more accurate than for LTE, but there are still challenges and impairments in real deployments that should be considered. As discussed during the definition of the study item [1], there is potential to improve positioning performance using AI/ML. 
2.1 Sub use cases and collaboration levels
The basic positioning methods defined for NR are multi-RTT, DL-TDOA, UL-TDOA, DL-AOD, UL-AOA, and E-CID (Cell ID). These methods are based on trilateration using range measurements, triangulation using angle of arrival/departure measurements, positioning estimation using range difference measurements and cell identity information combined with other measurement reports. Accurate measurements of time of arrival, time difference of arrival and arrival/departure angle are crucial to get accurate positioning estimation. It is also crucial to use measurements that are retrieved from line of sight (LoS) receptions. In heavy non-LoS (NLoS), it is difficult to correctly characterize if the measurement is LoS or NLoS and also challenging to achieve a sufficient number of LoS links for the positioning estimation procedure. 
Positioning use cases for Industrial IoT, railway, automotive, and commercial use have been defined by 3GPP in [4]. The SID for the AI PHY SI [1] explicitly points out scenarios with heavy NLoS conditions for the positioning use case. It was, therefore, agreed in RAN1#109e that the Indoor Factory scenario is to be prioritized for evaluations. 
[bookmark: _Toc110498608][bookmark: _Toc110505378][bookmark: _Toc110498609][bookmark: _Toc110505379][bookmark: _Toc110498610][bookmark: _Toc110505380][bookmark: _Toc110498611][bookmark: _Toc110505381]One of the objectives of the SID [1] is to identify various levels of AI/ML model collaboration for the selected use cases. The two main categories mentioned in the SID are No collaboration and Collaboration, where collaboration can be either separate or joint ML operations. The common aspects of collaboration levels and their categorization should be discussed in the general aspects agenda item. Use case specific aspects of collaborations should be discussed in relevant use case agenda items. It was agreed for the positioning use case to identify and discuss positioning specific aspects on collaboration levels.  We discuss common aspects of collaboration levels in our companion paper [6]. 
The case with two-sided AI/ML models with joint operation is the most complex case. For the positioning use case, we believe that one-sided AI/ML functionality has potential and should be the main priority to evaluate during the study item phase. Hence, we propose to focus on one-sided ML functionality for the positioning use case. 
[bookmark: _Toc115456486]Focus on one-sided ML functionality for the positioning use case. 
It is important to point out that also one-sided AI/ML models can be deployed on two sides, i.e., deployed both at the gNB and UE for one use case. The difference between a two-sided model and two one-sided models is that the each of the one-sided models (even if two models are used in the processing chain) can be trained and deployed independently, while the two-sided model requires joint training and inference. 
[bookmark: _Toc115456487]Deprioritize two-sided ML functionality, which requires joint training and inference. 

Furthermore, it is our understanding that the direct AI/ML approach can be enabled using a one-sided model, a joint two-sided model, or two one-sided models. The assisted AI/ML approach is typically enabled using a one-sided model. 
[image: ]
Figure 1 Direct AI/ML approach. a) A one-sided model. b) Can be either a two-sided model or two one-sided models.
[image: ]
Figure 2 AI/ML assisted approach, one-sided model.

For the positioning use case, if two-sided model is ever applied, the network side node should be the location server (e.g., LMF), not gNB. Thus the terminology for two-sided model should be updated as follows.
[bookmark: _Toc115456488]Update the terminology for two-sided model so that the more generic term ‘network’ is used instead of ‘gNB’, if two-sided model for positioning is to be discussed. 

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNBnetwork, or vice versa.



In the following subsections, a number of enhancement areas for the positioning use case are discussed. 
2.2 AI/ML based candidate solutions
Based on the performance enhancement categories listed in the subsection above, AI/ML based candidate solutions can be discussed. Several different candidate solutions are presented in the following subsections.
For fingerprinting solutions, it is important to consider spatial correlation aspects between different drops of the scenario, to be able to evaluate how generic a solution is. For example, if site specific or cell specific training with site-specific LCM procedures is required for the AI/ML model to perform well. 
2.2.1 UE-side and network-side inference
Both UE-side and network-side AI/ML models should be studied. For UE-sided models, the target UE uses AI/ML inference to obtain its position (direct AI/ML approach) or uses AI/ML inference to for example improve the accuracy of measurements (AI/ML assisted approach). For network-sided models, the gNB can use AI/ML to improve the accuracy of a measurement quantity (AI/ML assisted approach). The network node, LMF, can use AI/ML inference to estimate the location of the target UE (direct AI/ML approach). 
In terms of collaboration levels, the simplest option is to implement one-sided AI/ML without collaboration (i.e., implementation based AI/ML; no change to air interface compared to existing Uu). It is more relevant to RAN1 standardization to evaluate AI/ML models with certain level of collaboration (e.g., an AI/ML model residing on one side is provided with assistance information from the other side or AI/ML model transfer is involved). The evaluation work should include various collaboration levels, and companies should report the collaboration details (e.g., the assistance information details) in their evaluation.
Specifically, Table 1 provides a comprehensive list of the legacy positioning methods and corresponding candidate AI/ML approaches. It is proposed that the study item consider the candidate AI/ML approaches in Table 1 only, with potential further down-selection. 
[bookmark: _Ref115450069]Table 1 List of positioning methods and corresponding candidate AI/ML approaches
	
	Corresponding legacy methods
	Potential AI/ML model inference

	UE-based
	DL-TDOA, DL-AoD
	· UE-side inference, direct AI/ML positioning

	UE-assisted, LMF-based
	DL-TDOA, DL-AoD, Multi-RTT
	· UE-side inference, AI/ML assisted positioning
· LMF-side inference, direct AI/ML positioning

	NG-RAN node assisted
	Multi-RTT, UL-TDOA, UL-AoA
	· gNB-side inference, AI/ML assisted positioning
· LMF-side inference, direct AI/ML positioning




[bookmark: _Toc100274246][bookmark: _Toc102134073][bookmark: _Toc115456489]The study considers both UE-side and network-side AI/ML for positioning enhancement.
[bookmark: _Toc100274247][bookmark: _Toc102134074][bookmark: _Toc115456490]The study considers both UE-based and network-based position estimation.
[bookmark: _Toc115456491]The study consider the candidate AI/ML approaches in Table 1 only, with potential further down-selection.
[bookmark: _Toc111119040][bookmark: _Toc111193554][bookmark: _Toc111193572][bookmark: _Toc111193595][bookmark: _Toc102134076][bookmark: _Toc115456492]Collaboration details (e.g., the assistance information details) of the evaluated AI/ML model is reported by participating companies.

2.2.1 ML based fingerprinting using UL CIR
[bookmark: _Hlk111194049]ML based fingerprinting solutions were discussed as one potential enhancement for the positioning use case during the SI definition phase [7] [8]. It is also discussed in our companion paper [9]. For example, channel impulse response reports from the UE can be used as input to an ML model on the NW side to estimate the UE position. However, transmitting full channel impulse responses over the air interface is not supported in the specifications today and would consume significant UL resources. Channel impulse response can also be measured in the gNB using UL reference signals. Using this approach, channel impulse response reports from the gNB can be used as input to an ML model on the NW side to estimate the UE position. 
[bookmark: _Toc115456483]For a CIR based ML fingerprinting solution, UL CIR can be obtained using existing reference signals and does not require additional reports to be specified for the air interface.
An UL CIR based ML fingerprinting solution is an example of a direct AI/ML positioning approach. 
2.2.2 ML based positioning using existing measurement reports
NW based positioning using AI/ML models can be based on existing UE or gNB reports, for example RSRP measurements, time of arrival measurements, and angle of arrival estimates. 
Using signal strength reports from the UE or gNB, a pathloss (fingerprinting) map can, for example, be created and used for positioning estimation.
Using time of arrival or angle of arrival/departure estimates, an AI/ML model can be trained to estimate the UE position. The AI/ML model can be either generic or site specific. In the latter case, the solution would be a kind of fingerprinting solution using the measurement reports as input. 
Another option is to study AI/ML models for positioning that take several different reports as inputs. For example, an AI/ML model can be trained to estimate the UE’s position from angle of arrival and time of arrival information. 
The aforementioned examples follow the direct AL/ML positioning approach. For AI/ML assisted approach, the ML output can be used to generate measurement reports, replacing the conventional methods without affecting the interface (e.g., LPP, NRPPa), as discussed below. 
2.2.3 ML based intermediate feature
Another enhancement area is to evaluate if AI/ML models can improve existing measurements that are used for positioning. For example, AI/ML models are used to improve time of arrival estimation accuracy, improved angle of arrival or angle of departure estimation accuracy, or improved LoS classification accuracy. These intermediate features can then be used in an AI/ML assisted approach to calculate the UE position using legacy positioning algorithms. The UE position can also be estimated using an AI/ML model with the intermediate features (measurements) as input (two one-sided models).  
2.2.5 Scenarios and model generalization
The following items need further discussion: input of AI/ML models, applicable scenarios, and model generalization.
The direct AI/ML positioning solutions being discussed are typically fingerprinting solutions. These solutions have the advantage of being able to operate also in heavy nLoS conditions. On the other hand, the disadvantage is that the models are less robust to propagation environment changes, i.e., the models are not robust with respect to the various generalization aspects, see the evaluation results in our companion paper [9]. 
For the AI/ML assisted positioning category, the models are typically one-sided, as discussed. Thus it is relatively easy to train, evaluate and update the ML model. Evaluation also shows that this approach has robust generalization capability to the deployment environment (except network synchronization error, if the ML model is trained to estimate ToA), see the evaluation results in our companion paper [9]. To be able to understand the potential of using AI/ML models to increase positioning accuracy, generalization aspects need to be carefully studied in the evaluations. 
AI/ML assisted models produce (enhanced) measurements which are used in a legacy manner, e.g., LOS classification, ToA. Reusing existing measurements as ML input and/or output allows easy performance comparison between the legacy method and the AI/ML method. It is also expected to have limited specification impact to the existing protocols (e.g., LPP, NPPa, RRC).
In general, generic models are expected to work well in the InF-DH scenario with 40% clutter density where adequate LOS links are available. For the InF-DH scenario with 60% clutter density, the LoS probability is very low, and it is expected that site or deployment specific models are required, i.e., it will be a kind of fingerprinting solution. In heavy NLOS deployment, the ML model for generating enhanced measurements still works well, e.g., in providing accurate LOS classification and ToA estimates. However, the conventional positioning methods break down due to insufficient LOS links in the environment, even if the ML models provides more accurate measurements to the conventional method.  For a summary of LoS probabilities, see Table 21. 
[bookmark: _Ref110331523]Table 2 Line of site probabilities for the InF-DH scenario
	Percentage
	UE with zero LOS links
	UE with exactly 1 LOS link
	UE with exactly 2 LOS links
	UE with more than 2 LOS links

	InF-DH, {40%, 2m, 2m}
	0.0
	0.06
	0.25
	99.7

	InF-DH, {60%, 6m, 2m}
	84.8
	15.0
	0.18
	0.0



[bookmark: _Toc115456484]For the InF-DH scenario with 60% clutter density, it is expected that site/deployment specific models with limited generalizability are required due to the low LoS probability.
[bookmark: _Toc115456485]For the InF-DH scenario with 40% clutter density, it is expected that generic models can be used. 

2.3 Specification impact
Specification impact is highly dependent on what AI/ML solutions and which respective collaboration levels that are agreed to be supported. For all the solutions, focus should be on extending existing interfaces to enable AI/ML based solutions.
In the previous meeting it was agreed to study and report on potential specification impact for at least AI/ML model training (for example data collection aspects), AL/ML model indication/configuration, AI/ML model monitoring and update, AI/ML model inference input, AI/ML model inference output, and UE capabilities for AI/ML models. We propose to focus on model training and model inference to start with. Model indication/configuration and model monitoring and update are tightly connected to life cycle management (LCM) aspects which are treated in the general aspects agenda item. Further information is available in our companion paper for the general aspects agenda item [6]. UE capability aspects are also treated in the general aspects agenda item and left out here at least for the time being. 
In the coming subsections, specification impact for direct AI/ML positioning and AI/ML assisted positioning will be discussed. For each solution category, the solutions can be further divided into NW side and UE side positioning solution. For an overview of the categories discussed, see Figure 3 and Figure 4. For the relevant legacy methods for each, see Table 1.
[image: ]
[bookmark: _Ref115448540]Figure 3 Direct AI/ML positioning solutions.
[image: ]
[bookmark: _Ref115448546]Figure 4 AI/ML assisted positioning solutions.
2.3.1 Direct AI/ML positioning
For direct AI/ML positioning, UE side and NW side positioning solutions are discussed and evaluated. So far, the following model inputs are discussed: channel impulse response, RSRP and/or RSTD measurements, ToA/TDoA, and path timing + RSRPP. 
NW side direct AI/ML positioning
For NW side direct AI/ML positioning, the model is deployed in the NW, more specifically in the LMF node. Model input could be received either from the UE (UE assisted mode) or from the gNB (NW assisted mode). Existing LPP and NRPPa protocols support signaling of timing information, power information, and LoS/NLoS indicator. UE timing reports consist of time difference of arrival information relative to a configured reference TRP. The gNB timing reports consist of relative time of arrival information. For models using timing based input to NW side direct AI/ML positioning, it should be evaluated if existing measurements can be used, or if enhancements are needed to provide suitable input to the AI/ML model.
Training data collection is preferably done using a reference UE. Training data (measurement reports) can be collected by a central node. For models using channel impulse response as model input, it needs to be discussed how the channel impulse response can be efficiently transmitted from the UE or the TRP to the central node.
A framework for LCM needs to be defined, for example a framework for activation/deactivation and performance monitoring. For NW side direct AI/ML positioning, it is suitable that performance monitoring and activation/deactivation is controlled by the central node. 
UE side direct AI/ML positioning
For UE side direct AI/ML positioning, the model is deployed in the UE. The location information output from the model is reported to the LMF node. This reporting can be done using the existing LPP signaling. 
For this case, model inference is done in the UE based on UE measurement done on the DL PRS. Training data collection is preferably done using a reference UE. Training data can be collected by the UE using regular UE based positioning configuration of the UE. For data collection purposes, it could be discussed if the UE should be able to be configured to collect data and labels, which are transmitted to a central node at a later point in time. Training data collection framework aspects is also discussed in our general aspects contribution [6]. 
For inference, a UE side direct AI/ML positioning solution can be run transparently. However, a framework for LCM needs to be defined, for example a framework for activation/deactivation and performance monitoring. 
For model monitoring, it should be discussed if monitoring is performed by the UE or NW. If monitored by NW, then a procedure is to be defined, e.g., to support the exchange of monitoring information between UE and NW.
2.3.2 AI/ML assisted positioning
For AI/ML assisted positioning, a number of solutions are discussed and evaluated. For AI/ML assisted solutions, the model output is some measurement or prediction that can be used by non-ML based positioning algorithms. So far, the following model outputs are discussed: LoS/NLoS classification or probability, ToA estimates, RSTD, probability distribution of TDOA, confidence level of LoS/NLoS classification, and LoS/NLoS classification + ToA estimates. The channel impulse response based on either DL or UL reference signals is the most commonly used input for the models evaluated and presented so far in the study item. 
NW side AI/ML assisted positioning
In the existing NRPPa protocol [10], there is support for reporting for example UL RTOA, UL-SRS-RSRP, UL-SRS-RSRPP, and hard or soft LoS classification information. There is also support for quality information for timing and angular measurements. 
If the channel impulse response from UL SRS is used as model input, these can be collected by the gNB using regular SRS transmissions from a UE. The intended AI/ML model output determines what label(s) that need to be collected and mapped to the applicable measurement. 
AI/ML models could be deployed either in the gNB or in LMF. A model deployed in the gNB and producing timing and LoS classification information can be run transparently to the LMF if also the LCM is handled by the gNB. If LCM is handled by the LMF node, additional signaling to support activation/deactivation/monitoring needs to be introduced between gNB and LMF. For a model deployed in LMF, all LCM aspects can be handled by the LMF.
UE side AI/ML assisted positioning
In the existing LPP protocol [11], there is support for reporting for example DL RSTD, DL-PRS-RSRP, DL-PRS-RSRPP, and hard or soft LoS classification information. There is also support for quality information for timing measurements. 
If the channel impulse response from DL PRS is used as model input, these can be collected by the UE using regular PRS transmissions from a gNB. The intended AI/ML model output determines what label(s) that need to be collected and mapped to the applicable measurement. 
For this case, the AI/ML model is deployed in the UE. If LCM is handled by LMF, there needs to be support for exchanging model identification information and activation/deactivation/update commands. 
2.3.3 Summary of specification impact
For data collection purposes, the starting point is that existing reference signal configurations can be used for data collection purposes. However, it needs to be discussed if and what enhancements that should be done, for example more frequent transmission of reference signals for training data collection purpose. Another aspects to study is support for data logging and reporting of collected data. Collection of assistance data also needs to be studied, for example ground truth labels needed for training purposes. 
For model monitoring purposes, it needs to be studied what signaling support that is required. As discussed in our companion paper [6], monitoring should be done by the NW, and in addition by the UE for one-sided models at the UE side. Signaling to exchange monitoring information is beneficial. Baseline, non-ML functionality needs to be supported in addition to ML functionality, where the non-ML method can be used as the fall-back method when the AI/ML needs to be deactivated for some reason. In addition, multiple versions of the same AI/ML model might be available, e.g., when model refinement or model update is supported. Signaling support to exchange AI/ML model version, or to enable/disable the use of an AI/ML model is expected. 
[bookmark: _Toc115456493]Study potential standard impacts of introducing AI/ML models for positioning: reference signal configurations for collecting data for model training, inference and monitoring; signaling to collect assistance information; and signaling and configuration to support data logging and reporting.  

Conclusion
In the previous sections we made the following observations: 
Observation 1	For a CIR based ML fingerprinting solution, UL CIR can be obtained using existing reference signals and does not require additional reports to be specified for the air interface.
Observation 2	For the InF-DH scenario with 60% clutter density, it is expected that site/deployment specific models with limited generalizability are required due to the low LoS probability.
Observation 3	For the InF-DH scenario with 40% clutter density, it is expected that generic models can be used.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Focus on one-sided ML functionality for the positioning use case.
Proposal 2	Deprioritize two-sided ML functionality, which requires joint training and inference.
Proposal 3	Update the terminology for two-sided model so that the more generic term ‘network’ is used instead of ‘gNB’, if two-sided model for positioning is to be discussed.
Proposal 4	The study considers both UE-side and network-side AI/ML for positioning enhancement.
Proposal 5	The study considers both UE-based and network-based position estimation.
Proposal 6	The study consider the candidate AI/ML approaches in Table 1 only, with potential further down-selection.
Proposal 7	Collaboration details (e.g., the assistance information details) of the evaluated AI/ML model is reported by participating companies.
Proposal 8	Study potential standard impacts of introducing AI/ML models for positioning: reference signal configurations for collecting data for model training, inference and monitoring; signaling to collect assistance information; and signaling and configuration to support data logging and reporting.
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