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Introduction
[bookmark: _Hlk100306366]In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. This is the first AI/ML study for 3GPP RAN1, and it explores the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact.
One of the use cases identified for the pilot study is positioning accuracy enhancements:
	RP-213599 (SID):
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels




In Appendix A, RAN1#109e and RAN1#110 agreements for the positioning use case are provided for reference. 
In this contribution, we discuss the issues for establishing the framework for evaluating the potential enhancements achievable by AI/ML based positioning and provide some initial evaluation results.
ML model reporting 
As discussed in our companion paper [7], one of the objectives of the study item is to build understanding around complexity and performance gains of AI/ML PHY enhancements. To enable this, it is important to ensure a high level of trust in reported experimental results. 
Hence, we propose in [7] that along with evaluation results, the participating company should provide sufficient details about the experiment (e.g., data generation, feature extraction, AI/ML model design, training, validation, and testing) so that the main conclusions can be reproduced. 
In this contribution, details about our investigation are shared, according to the principle above.
Key Performance Indicators
In RAN1#109e, it was agreed that for all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy. It was also agreed that the KPI include the model complexity and computational complexity. Computational complexity is reported via the metric of floating point operations (FLOPs) when performing model inference. The model complexity is reported via the metric of “number of model parameters”.
Another important KPI is model generalization. In RAN1#110, it was agreed to study generalization aspects [12] with respect to: 
(a) different drops, 
(b) clutter parameters, 
(c) network synchronization error, and 
(d) UE/gNB RX and TX timing error. 

For the investigation described in the contribution, extensive investigation of (a)-(c) are carried out for both AI/ML assisted positioning and direct AI/ML positioning approaches. Aspect (d) is for our future study.
Based on our evaluation results, the following issues need to be further studied by RAN1, and solutions are needed before the AI/ML model is implemented for real-life deployment.
· For AI/ML assisted positioning method: 
· The model is robust for (a) different drops and (b) clutter parameters. 
· Regarding (c), LoS classification accuracy generated by the model is robust to the network synchronization error. For ToA estimation, while the model can detect reference signal arrival time at the receiver with high accuracy, the model cannot differentiate the timing variation caused by radio propagation or caused by network synchronization error. When such ToA values are fed to the legacy positioning method (e.g., UL-TDOA), the positioning accuracy degrades. Thus the legacy positioning methods need to account for the network synchronization error to better utilize the information (LoS classification, ToA) provided by the AI/ML model.
·  For direct AI/ML positioning method:
· The model is not robust under (a), (b), (c). Thus model generalization issues need to be considered up front. Our study indicates that model performance can be improved by site-specific model fine-tuning or re-training.
Based on the discussion above, the following is proposed:

[bookmark: _Toc115455942]For AI/ML assisted methods that support timing-based positioning, the conventional positioning method accounts for the network synchronization error in order to fully benefit from the improved ToA measurements provided by AI/ML.
[bookmark: _Toc115455943]For direct AI/ML positioning method, protocols are defined to support site-specific model fine-tuning or re-training.

In RAN1#110, it was agreed to evaluate intermediate performance metric of model output for AI/ML assisted positioning solutions, but the details were not agreed. LoS classification and ToA estimates are two common intermediate model outputs for AI/ML assisted positioning solutions. For the ToA estimate output, CDF percentile of ToA estimate errors, preferably expressed in meters, should be reported. For the LoS classification output, at least the classification accuracy should be reported. Additional statistics, such as the false positive and false negative probabilities, are also be of interest. As shown in Section 4.1, for our AI/ML assisted positioning, the extensive results are shown for the intermediate performance metrics of the AI/ML model. It is proposed that RAN1 finalize the detailed definitions of the intermediate performance metrics of model output.

[bookmark: _Toc115455944]For evaluation of AI/ML assisted positioning with LoS classification and ToA estimation as the intermediate model outputs, at least LoS classification accuracy and CDF percentile of ToA estimate errors (preferrably expressed in meters) should be reported as the intermediate performance metrics.

Evaluation results and discussion
In this section, we present initial evaluation results for a few cases. The intention of all evaluated use cases is to improve network-based positioning using AI/ML models for the InF-DH deployment scenario. 
[bookmark: _Ref111145012]AI/ML assisted positioning using LoS classification and time of arrival estimation
In this section, AI/ML assisted positioning is evaluated.
Specifically, we investigate the performance of deploying an identical AI/ML model to all 18 TRPs in the InF-DH deployment scenario. The TRPs use the AI/ML model to estimate the following quantities from UL SRS:
· Classification of whether the link is a LoS or NLoS link.
· Estimated time of arrival (ToA) of the signal from the UE to the TRP.
We assume all TRPs listen to the SRS transmitted from the UE with a configuration of  and  over the 100 MHz BWP. Each TRP is equipped with a (M, N, P, Mg, Ng) = (1, 1, 2, 1, 1) antenna. Our study indicates that for the small hall and the layout of 18 TRPs, this smaller gNB antenna array than that agreed ((M, N, P, Mg, Ng) = (4, 4, 2, 1, 1)) is adequate for producing position estimation. The smaller antenna array at TRP also reduces the size of input to ML model to 1/16, hence allowing a much lower complexity for the ML solution (including model training, inference, monitoring, and update).
The received signals are correlated with the SRS sequence to obtain estimates of the frequency domain channel responses. The collated frequency responses are converted to the time domain channel impulses and truncated after the first 256 samples. The input to each AI/ML model for a UE is hence a 256x2 complex array.
Each TRP processes the received CIR samples independently and forwards the AI/ML model outputs (LoS/NLoS classification and ToA estimate) to a centralized positioning node (e.g., the LMF), see Figure 1.
The LoS/NLoS classifications and ToA estimates collected at the centralized node are used to determine the UE position. In this section, we assume legacy positioning algorithms are retained at the centralized node such that we can isolate and investigate the gains of TRP AI/ML models alone.

[image: ]
[bookmark: _Ref110505552]Figure 1 AI/ML assisted positioning where UL CIR based LoS classification and TOA estimation using AI/ML is deployed to all TRPs. During deployment, each TRP uses a same ML model and process the received CIR samples independently and forward its outputs to the centralized node for estimating the position of the target UE.

For the FR1 scenario of carrier frequency 3.5 GHz, the two environment clutter settings of the InF-DH deployment scenario have very different LoS probabilities as listed in Table 1. To investigate the LoS classification performance meaningfully, we need a test environment with both LoS and NLoS link realizations. Hence, in this section, we consider the clutter parameters of {40%, 2m, 2m}, {50%, 2m, 2m}, {60%, 2m, 2m} and {60%, 6m, 2m} for the InF-DH deployment scenario.
[bookmark: _Ref110581322]Table 1 LoS probabilities of different InF-DH environment settings.
	Environment clutter setting
	LoS Probability

	{40%, 2m, 2m}
	0.449

	{50%, 2m, 2m}
	0.352

	{60%, 2m, 2m}
	0.268

	{40%, 6m, 2m}
	0.014

	{50%, 6m, 2m}
	0.025

	{60%, 6m, 2m}
	0.008



Note that, other than the parameters explicitly described above, for all other simulation assumptions, the evaluation follows the agreed assumptions for FR1, and use the baseline assumptions wherever applicable (e.g., UE antenna height=1.5m, gNB antenna height=8m).  

We generated several datasets for this experiment.
· Dataset 1 with clutter parameters of {40%, 2m, 2m}, which consists of two parts:
· Train dataset: A first part with 108,000 link CIRs between randomly selected UE positions and randomly selected TRPs, which are used for training and validation with a train/validate split ratio of 9/1.
· Test dataset 1: A second part with 4,000 randomly selected UE positions and the corresponding CIRs to all 18 TRPs, resulting in a total of 72,000 link CIRs for the test dataset. This part is never used for training/validation and is used only for final test evaluation.
· Test dataset 2a, 2b, 2c, 2d with clutter parameters of {40%, 2m, 2m}, {50%, 2m, 2m}, {60%, 2m, 2m}, and {60%, 6m, 2m}, respectively.
· Each dataset contains 4,000 randomly selected UE positions and the corresponding CIRs to all 18 TRPs, resulting in a total of 72,000 link CIRs for the test dataset. This dataset is never used for training/validation and is used only for final test evaluation.
· This second set of datasets is generated with different random seeds for UE location, 3GPP spatial model, and propagation seeds than the first dataset. Thus Dataset 2a, 2b, 2c or 2d can be understood as a test dataset with different UE locations, different clutter layout and different clutter parameters than those of the training dataset (Dataset 1). The purpose of this second dataset is to evaluate the generalizability of the ML models.
In Figure 2 (a) and Figure 2 (c), we compare the excess delays of NLoS links to BS#0 (with 2D coordinate [-50, -20] with respect to the center of InF hall) in the first and the second datasets, respectively. Similarly, in Figure 2 (b) and Figure 2 (d), we compare the excess delays of NLoS links to BS#10 (with 2D coordinate [10, 0] with respect to the center of InF hall) in the first and the second datasets, respectively. It can be observed that the two test datasets contain very different propagation and spatial conditions. Here the small hall (L=120m x W=60m) is assumed, and the center of the hall is assigned coordinate [0, 0].
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(a) to BS#0 in the 1st dataset					(b) to BS#10 in the 1st dataset
[image: ][image: ]
(c) to BS#0 in the 2nd dataset					(d) to BS#10 in the 2nd dataset
[bookmark: _Ref110513736]Figure 2 Excess delays to BS#0 or BS#10 in the first test dataset or the second test dataset (‘jet’ color map is shown: darker blue points have smaller excess delays than lighter yellow/red points).

Performance of conventional positioning solutions
Given the LoS probabilities for dataset 2a, 2b, 2c, 2d with clutter parameters of {40%, 2m, 2m}, {50%, 2m, 2m}, {60%, 2m, 2m}, and {60%, 6m, 2m} shown in Table 1, a dummy LoS classifier can achieve an accuracy of . Examining the CDF of the received powers for the LoS and NLoS links, one can devise a baseline LoS classification solution by comparing the received power to a threshold. Using such a baseline classification algorithm, a LoS classification accuracy of around 70% can be achieved for the first three datasets and around 90% for the last test dataset. Applying comparison of the powers of the detected first tap against others, the LoS classification accuracy can be further improved for the first three test datasets. The accuracy results for these LoS classification baselines are provided in Table 2.
[bookmark: _Ref114820293]Table 2 LoS classification accuracy baselines.
	Dataset
	Dummy classifier
	RX power only classifier
	Tap power comparison

	{40%, 2m, 2m}
	0.551
	0.702
	0.809

	{50%, 2m, 2m}
	0.648
	0.717
	0.787

	{60%, 2m, 2m}
	0.732
	0.733
	0.767

	{60%, 6m, 2m}
	0.992
	0.916
	0.703



The positioning error distribution of the conventional solution is shown in Figure 3. It can be observed that the positioning errors of 50% UEs are no more than 0.13 m. However, the conventional solution sometimes delivers positions that may be very off. For instance, at 90%tile, the positioning error is 9.595 m. The UE positioning errors for other agreed reporting percentiles are listed in Table 3. The results in Figure 3 and Table 3 are the baseline performance for the evaluation, which are generated by using legacy methods to produce input (LoS classification and ToA) for UL-TDOA.
[bookmark: _Ref114819624]Table 3 Baseline results for comparison. UE positioning errors obtained using conventional non-ML solutions to produce input (LoS classification and ToA) for UL-TDOA.
	CDF Percentile
	UE horizontal position error [m]

	
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	50
	0.131
	2.855
	5.643
	6.175

	67
	1.783
	5.646
	7.650
	8.432

	80
	4.814
	9.254
	10.668
	11.315

	90
	9.595
	16.775
	17.541
	15.849



[image: ]
[bookmark: _Ref114834045]Figure 3 Baseline results for comparison. Positioning error distributions using conventional non-ML solutions

TRP ML model architectures
TRP model architecture I
For this initial investigation, we deploy a simple ML model to all the TRPs. The first three layers are complex 1D convolutions (“complex conv1D”) with 4, 8 and 16 channels and kernel size of 3. Each complex conv1D layer is followed by a cReLU activation function [8] 

and a MaxAbsPool1D layer of kernel size 2 and stride size 2 that returns the complex values with maximum absolute values in the patch. After these convolutional layers, the channels are flattened and fed into three fully connected layers of output size of 64, 32 and 1, respectively. The first and second fully connected layers are followed by a cReLU activation function. The last fully connected layer is followed by a ReLU on the imag part only:

The model has 35,447 complex parameters and takes 404,655 FLOPs to perform model inference. As usual, the number of parameters is dominated by the fully connected layers and the computational complexity is dominated by the convolutional layers.
The real part of the single output from the network is used as the logit for LoS classification and the imaginary part is used as the ToA estimate. The ML model is trained with a loss function that weights between the binary cross entropy of classification and the mean absolute deviation (MAD) of the LoS link ToA estimates:

·  is a batch of  ground truth LoS labels.
· t is a batch of ground truth ToA values.
·  is the complex network outputs for the batch.
·  computes the binary cross entropy between the label and the logit.
·  is a tunable weight on the relative contributions of the binary cross-entropy and the MSE of the LoS links.
·  is a tunable scaling factor for the ToA estimates.
Network parameters are updated by the Adam algorithm with default parameters and a cosine learning rate schedule with warm-up that varies between 2E-3 to 5E-6 over 300 training epochs.
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Figure 4 Architecture I of the ML model used for AI/ML assisted positioning.

Overall, the main features of the first ML model are summarized in Table 4 below.
[bookmark: _Ref115425304]Table 4 Key features of the ML model I for LoS classification and time of arrival estimation.
	ML model input
	Time domain CIR, obtained from SRS
256x2 complex array

	ML model output
	(1). LoS/NLoS classification
(2). ToA estimate 

	Model complexity: 

	Model size
	6 layers: 3 Conv1D layers, 3 Dense layers

	
	Number of parameters in the ML model
	35,447 complex parameters

	Computation complexity for model inference: number of FLOPs
	404,655 FLOPs

	Number of ML models obtained from training
	One.
The same ML model is deployed at each TRP

	Number of ML models deployed for inference
	18
One ML model per TRP

	Function for position estimation of the target UE
	Legacy method: UTDOA



TRP model architecture II
To increase the perceptive field of the ML model, a second model architecture for the TRP is constructed similar to the first model architecture with the only changes being that two convolutional layers, instead of one, are performed before each MaxAbsPool1D. This is illustrated in Figure 5. The activation functions, loss function and training parameters are kept the same as those for the first model architecture. The model has 36,513 complex parameters and takes 944,387 FLOPs to perform model inference.

[image: ]
[bookmark: _Ref115425534]Figure 5 Architecture II of the ML model used for AI/ML assisted positioning.
Overall, the main features of the second ML model are summarized in Table 5 below.
[bookmark: _Ref115425554]Table 5 Key features of the ML model II for LoS classification and time of arrival estimation.
	ML model input
	Time domain CIR, obtained from SRS
256x2 complex array

	ML model output
	(1). LoS/NLoS classification
(2). ToA estimate 

	Model complexity: 

	Model size
	9 layers: 6 Conv1D layers, 3 Dense layers

	
	Number of parameters in the ML model
	36,512 complex parameters

	Computation complexity for model inference: number of FLOPs
	944,387 FLOPs

	Number of ML models obtained from training
	One.
The same ML model is deployed at each TRP

	Number of ML models deployed for inference
	18
One ML model per TRP

	Function for position estimation of the target UE
	Legacy method: UTDOA



ML model LoS classification and ToA estimation performance
We train the two models on the train dataset and tested on test dataset 1 with clutter parameters of {40%, 2m, 2m}. For LoS classification, the two trained models achieve similar accuracy with Model I at 95.7% and Model II at 95.9%. Both classification accuracy results outperform the baseline accuracy results shown in Table 2 using conventional algorithms by a large margin.
Inspecting further into the confusion matrices of the LoS classification results from the two models shown in Table 6, it can be observed that Model I and Model II have similar false positive and false negative probabilities as well. As discussed in [9], reducing the false positive probabilities is beneficial to the positioning accuracy produced by conventional triangulation positioning algorithms.
[bookmark: _Ref114819644]Table 6 Confusion matrices and accuracy of the LoS classification results from the two models on test dataset 1.
	Ground truth
	Model I prediction
	
	Ground truth
	Model II prediction

	
	LoS
	NLoS
	
	
	LoS
	NLoS

	LoS
	0.948
	0.052
	
	LoS
	0.949
	0.051

	NLoS
	0.036
	0.964
	
	NLoS
	0.032
	0.968

	Overall accuracy: 0.957
	
	Overall accuracy: 0.959



For the LoS links, the ML models achieve ToA RMSE of around 0.15 m. Since the model is not trained to minimize NLoS ToA errors, the ToA RMSE for all links is around 3 – 4 m. The CDFs of the ToA estimation errors generated by the two trained models are provided in Figure 6 and Table 7. Comparing the ToA estimation errors at different percentile points, it can be observed that the ToA estimation errors of Model II are generally about half of those generated by Model I.
[bookmark: _Ref110524683]Table 7 ToA estimation errors for test dataset 1 at different percentiles.
	CDF Percentile
	Model I ToA errors [m]
	
	CDF Percentile
	Model II ToA errors [m]

	
	LoS links
	NLoS links
	
	
	LoS links
	NLoS links

	50
	0.029
	0.186
	
	50
	0.016
	0.095

	67
	0.050
	0.631
	
	67
	0.029
	0.320

	80
	0.085
	1.445
	
	80
	0.049
	0.836

	90
	0.164
	3.137
	
	90
	0.091
	2.574



[image: ][image: ]
(a) Model I								(b) Model II
[bookmark: _Ref110521416]Figure 6 ML model ToA estimation error (expressed in meters) distributions for the LoS and all links from the test dataset 1.

Based on the LoS classification and ToA estimation evaluation results presented in this section, we can make the following observation:
[bookmark: _Toc115455920]A single simple AI/ML model can be deployed to all TRPs to generate reliable LoS classification and ToA estimates in the InF-DH environment with {40%, 2m, 2m} clutter parameters.

Positioning performance of using AI/ML generated inputs with conventional UL-TDOA positioning solutions
The LoS classifications and ToA estimates generated by the independent TRPs are collected to a centralized node (e.g., LMF). If there are at least three reported LoS links, the centralized node retains only those reported as LoS links. The retained ToA estimates are then fed into a triangularization error minimizer to determine the UE position. Otherwise, the triangularization error minimization is performed based on all 18 ToA estimates with more weights given to those associated with reported LoS status.
Since the centralized node trusts the LoS reports from the TRPs completely, positioning performance can be compromised if there are false positives in these reports. While the model achieves very good LoS classification accuracy at the per-link level, the probability of having false positives in any of the 18 LoS/ToA reports to the centralized node can still be problematic for conventional triangulation algorithms. As discussed in [9], two possible solutions can be adopted:
· One can bias the LoS logit decision boundary to reduce false positive probabilities. With such biasing, one can reduce the probability of having false positives in any of the 18 LoS/ToA reports for a UE to an acceptable level.
· One can adopt a triangulation loss function, such as the L1 loss function (i.e., sum of absolute values of errors), that is more robust to outliers caused by such LoS false positive reports.
In the following, we present positioning results based on using a robust L1 loss function in the conventional triangularization error minimizer. The distributions of UE positioning error are shown in Figure 7 and Table 8. Model I achieves a 90 percentile 2D positioning error of 11.3 cm and Model II achieves an even lower 90 percentile 2D positioning error of 6.3 cm. Positioning using the LoS classification and ToA estimates from both models are thus substantially more accurate than achievable using the LoS classification and ToA estimates generated by conventional baseline algorithms.
[bookmark: _Ref114834227]Table 8 UE 2D positioning errors for test dataset 1 at different percentiles using conventional positioning algorithms.
	CDF Percentile
	With Model I inputs [m]
	With Model II inputs [m]
	With conventional algorithm inputs [m]

	50
	0.034
	0.020
	0.131

	67
	0.050
	0.029
	1.783

	80
	0.071
	0.040
	4.814

	90
	0.113
	0.063
	9.595
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(a) Model I								(b) Model II
[bookmark: _Ref110607477]Figure 7 UE 2D positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on test dataset 1.

Based on the LoS classification, ToA estimation and UE positioning evaluation results presented in this section, we can make the following observation:
[bookmark: _Toc115455921]Reliable positioning performance can be achieved by deploying an identical simple AI/ML model to operate independently at different TRPs in the InF-DH environment with {40%, 2m, 2m} clutter parameters. Simple conventional UL-TDOA positioning solutions at the centralized node can be retained to process the reports generated by the TRPs.
[bookmark: _Toc115455922]AI/ML-assisted positioning can substantially improve the UE positioning accuracy for the difficult cases where existing methods tend to fail.

Sensitivity of ML models to spatial seeds and environmental parameters changes
In this section, we investigate and analyze the performance of the ML models trained in an InF-DH scenario with (40%, 2m, 2m) environment parameters in a wide range of different degrees of environmental changes.
· We first test the trained models using test dataset 2a, which has the same (40%, 2m, 2m) environment parameters but the realizations are generated with different random seeds for UE location, 3GPP spatial model, and propagation seeds than the first dataset. This is to test whether the trained models can generalize to different environmental arrangements with the same average characteristics.
· We then test the trained models using test dataset 2b, 2c and 2d, which are generated using different environment parameters of (50%, 2m, 2m), (60%, 2m, 2m) and (60%, 6m, 2m), respectively. This is to test whether the trained models can generalize to different environments with different arrangements as well as different average characteristics.

Trained models tested on the same clutter parameter but different spatial and propagation seeds
We first test the trained models using test dataset 2a, which has the same (40%, 2m, 2m) environment parameters but the realizations are generated with different random seeds for UE location, 3GPP spatial model, and propagation seeds than the first dataset. For LoS classification, both models obtain slightly better accuracy at 95.9% and 96.0% than achieved in the first test dataset. The confusion matrices of the LoS classification results from the two models are shown in Table 9 and can be found to be generally the same as those tested with the first test dataset. It can be concluded the trained models perform the same regardless of whether the radio link realizations are generated with same or different random seeds.
[bookmark: _Ref114824322]Table 9 Confusion matrices and accuracy of the LoS classification results from the two models tested with test dataset 2a.
	Ground truth
	Model I prediction
	
	Ground truth
	Model II prediction

	
	LoS
	NLoS
	
	
	LoS
	NLoS

	LoS
	0.952
	0.048
	
	LoS
	0.952
	0.048

	NLoS
	0.035
	0.965
	
	NLoS
	0.034
	0.966

	Overall accuracy: 0.959
	
	Overall accuracy: 0.960



The CDFs of the ToA estimation errors generated by the two trained models are provided in Figure 8 and Table 10. Comparing the ToA estimation errors at different percentile points, it can be observed that the ToA estimation errors of Model II are generally less than half of those generated by Model I. Furthermore, the CDF results of the trained models tested with test dataset 2a can be found to be generally the same as those tested with the first test dataset. It can be concluded the trained models perform the same regardless of whether the radio link realizations are generated with same or different random seeds.
[bookmark: _Ref114824778]Table 10 ToA estimation errors for test dataset 2a at different percentiles.
	CDF Percentile
	Model I ToA errors [m]
	
	CDF Percentile
	Model II ToA errors [m]

	
	LoS links
	NLoS links
	
	
	LoS links
	NLoS links

	50
	0.026
	0.187
	
	50
	0.015
	0.098

	67
	0.044
	0.655
	
	67
	0.026
	0.338

	80
	0.076
	1.488
	
	80
	0.044
	0.884

	90
	0.145
	3.161
	
	90
	0.082
	2.666
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(a) Model I								(b) Model II
[bookmark: _Ref114824795]Figure 8 ML model ToA estimation error (expressed in meters) distributions for the LoS and all links from the test dataset 2a.

In the following, we present positioning results based on using a robust L1 loss function in the conventional triangularization error minimizer. The distributions of UE positioning error are shown in Figure 9 and Table 11. Both models achieve slightly better positioning accuracy results with this test dataset 2a than with the first test dataset. Model I achieves a 90 percentile 2D positioning error of 10.6 cm and Model II achieves an even lower 90 percentile 2D positioning error of 6.2 cm. It can be concluded the outputs generated by the trained models perform the same regardless of whether the radio link realizations are generated with same or different random seeds.
[bookmark: _Ref114834681]Table 11 UE 2D positioning errors for test dataset 2a {40%, 2m, 2m} at different percentiles using conventional positioning algorithms.
	CDF Percentile
	With Model I inputs [m]
	With Model II inputs [m]
	With conventional algorithm inputs [m]

	50
	0.032
	0.018
	0.131

	67
	0.044
	0.026
	1.783

	80
	0.064
	0.037
	4.814

	90
	0.106
	0.062
	9.595
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(a) Model I								(b) Model II
[bookmark: _Ref114834668]Figure 9 UE 2D positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on test dataset 2a {40%, 2m, 2m}.

Based on the LoS classification, ToA estimation evaluation and UE positioning results presented in this section, we can make the following observation:
[bookmark: _Toc115455923]A single simple AI/ML model deployed to all TRPs for LoS classification and ToA estimation can generalize to different InF-DH {40%, 2m, 2m} environment realizations. Reliable positioning performance is achieved irrespective of environment change.

Trained models tested on different clutter parameters
We test the trained models using test dataset 2b, 2c and 2d, which are generated using different environment parameters of (50%, 2m, 2m), (60%, 2m, 2m) and (60%, 6m, 2m), respectively. This is to test whether the trained models can generalize to different environments with different arrangements as well as different average characteristics.
The LoS classification test results are provided in Table 12 and Table 13 for Model I and Model II, respectively. It can be observed that:
· The model maintains consistent classification accuracy across all four environmental test setup parameters.
· False positive probabilities are around 3.6% across all environments with 2m height clutters. The probability increases slightly to around 4.7% in the highly NLoS environment of {60%, 6m, 2m}.
· False negative probabilities are around 4.7% for (40%, 2m, 2m) and (50%, 2m, 2m), but drop to around 3.9% for (60%, 2m, 2m). The probabilities further decrease to 0.5% in the highly NLoS environment of {60%, 6m, 2m}.

[bookmark: _Toc115455924]For models trained with one InF-DH environment parameters and applied to a different environment, LoS classification false negative probability gradually improves while false positive probability degrades slightly as environment parameters deviate more and more from those used for training. As a result, LoS classification accuracy performance of the models is largely unaffected by the environment parameters.

[bookmark: _Ref114838588]Table 12 Confusion matrices and accuracy of the LoS classification results from Model I tested with test dataset 2a, 2b, 2c and 2d.
	
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	True positive
	0.952
	0.953
	0.961
	0.995

	False negative
	0.048
	0.047
	0.039
	0.005

	False positive
	0.035
	0.036
	0.038
	0.048

	True negative
	0.965
	0.964
	0.962
	0.952

	Accuracy
	0.959
	0.960
	0.962
	0.952



[bookmark: _Ref114839597]Table 13 Confusion matrices and accuracy of the LoS classification results from Model II tested with test dataset 2a, 2b, 2c and 2d.
	
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	True positive
	0.952
	0.954
	0.962
	0.995

	False negative
	0.048
	0.046
	0.038
	0.005

	False positive
	0.034
	0.033
	0.035
	0.046

	True negative
	0.966
	0.967
	0.965
	0.936

	Accuracy
	0.960
	0.962
	0.964
	0.954



The ToA estimation performance of Model I is provided in Table 14 and Table 16 for LoS links and all links, respectively. The ToA estimation performance of Model II is provided in Table 15 and Table 17 for LoS links and all links, respectively. It can be observed that:
· The ToA estimation accuracy for LoS links is maintained at similar levels across all four environmental test setup parameters. The 90 percentile ToA estimation errors increase only slightly as the environmental parameters deviate more from those applied in the training set.
· The ToA estimation accuracy for all links shows more variations as the environmental parameters deviate more from those applied in the training set. For instance, the 90 percentile ToA errors increase by 13%, 23%, and 50% as the environmental parameters change to (50%, 2m, 2m), (60%, 2m, 2m) and (60%, 6m, 2m), respectively.
Since the model is trained to achieve good ToA estimation accuracy for LoS links rather than for all links, it can be concluded the trained models provide consistent LoS link ToA estimation across all four environmental test setup parameters.

[bookmark: _Toc115455925]For models trained with one InF-DH environment parameters and applied to a different environment, ToA estimation quality for the LoS links degrades gradually and only slightly as environment parameters deviate more and more from those used for training. For the NLoS links, ToA estimation quality also degrades gradually as environment parameters deviate more and more from those used for training.

[bookmark: _Ref114838866]Table 14 LoS link ToA estimation error results from Model I tested with test dataset 2a, 2b, 2c and 2d.
	CDF Percentile
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	50
	0.026
	0.028
	0.027
	0.026

	67
	0.044
	0.048
	0.046
	0.048

	80
	0.076
	0.082
	0.078
	0.088

	90
	0.145
	0.159
	0.152
	0.178



[bookmark: _Ref114839863]Table 15 LoS link ToA estimation error results from Model II tested with test dataset 2a, 2b, 2c and 2d.
	CDF Percentile
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	50
	0.015
	0.016
	0.016
	0.016

	67
	0.026
	0.028
	0.027
	0.029

	80
	0.044
	0.049
	0.048
	0.052

	90
	0.082
	0.090
	0.087
	0.097



[bookmark: _Ref114838872]Table 16 All link ToA estimation error results from Model I tested with test dataset 2a, 2b, 2c and 2d.
	CDF Percentile
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	50
	0.187
	0.309
	0.433
	0.776

	67
	0.655
	0.843
	1.016
	1.451

	80
	1.488
	1.748
	1.979
	2.503

	90
	3.161
	3.566
	3.901
	4.729



[bookmark: _Ref114839871]Table 17 All link ToA estimation error results from Model II tested with test dataset 2a, 2b, 2c and 2d.
	CDF Percentile
	{40%, 2m, 2m}
	{50%, 2m, 2m}
	{60%, 2m, 2m}
	{60%, 6m, 2m}

	50
	0.098
	0.154
	0.213
	0.403

	67
	0.338
	0.442
	0.542
	0.820

	80
	0.884
	1.052
	1.228
	1.660

	90
	2.666
	3.204
	3.654
	4.850



Based on the LoS classification and ToA estimation evaluation presented in this section, we can make the following observation:
[bookmark: _Toc115455926]A single simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment can generalize to different InF-DH environment clutter parameters.

Positioning performance of using AI/ML generated inputs with conventional UL-TDOA positioning solutions
Using the ML model trained in the InF-DH {40%, 2m, 2m} environment to generate LoS classification and ToA estimates in the InF-DH {50%, 2m, 2m} environment, conventional UL-TDOA positioning algorithms at the centralized node can generate reliable UE positions with at least 90% probabilities. The positioning error distributions are provided in Figure 10 and Table 18. It can be concluded:

[bookmark: _Toc115455927]Reliable positioning performance can be achieved by deploying an identical simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment to operate independently at different TRPs in the InF-DH {50%, 2m, 2m} environment and conventional UL-TDOA positioning algorithms at the centralized node. The positioning accuracy using ML model inputs is substantially better than that achieved using conventional baseline solutions.
[bookmark: _Ref115440030]Table 18 UE 2D positioning errors for test dataset 2b {50%, 2m, 2m} at different percentiles using conventional positioning algorithms.
	CDF Percentile
	With Model I inputs
	With Model II inputs
	With conventional algorithm inputs

	50
	0.042
	0.025
	2.855

	67
	0.065
	0.038
	5.646

	80
	0.110
	0.064
	9.254

	90
	0.264
	0.150
	16.775



[image: ][image: ]
(a) Model I								(b) Model II
[bookmark: _Ref115440004]Figure 10 UE 2D positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on test dataset 2b {50%, 2m, 2m}.

Given the lower LoS probability, a UE in the InF-DH {60%, 2m, 2m} environment has lower probabilities of seeing at least three LoS links to the TRPs in the factory. Using the ML model trained in the InF-DH {40%, 2m, 2m} environment to generate LoS classification and ToA estimates in the InF-DH {60%, 2m, 2m} environment, conventional UL-TDOA positioning algorithms at the centralized node can generate reliable UE positions with at least 67% probabilities. UE positioning accuracy at higher percentile points degrades because of reduced probabilities of seeing at least three LoS links to the TRPs in the factory. The positioning error distributions are provided in Figure 11 and Table 19. It can be concluded:
[bookmark: _Toc115455928]Good positioning performance can be achieved by deploying an identical simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment to operate independently at different TRPs in the InF-DH {60%, 2m, 2m} environment and conventional UL-TDOA positioning algorithms at the centralized node. The positioning accuracy using ML model inputs is substantially better than that achieved using conventional baseline solutions.
[bookmark: _Ref114842103]Table 19 UE 2D positioning errors for test dataset 2c {60%, 2m, 2m} at different percentiles using conventional positioning algorithms.
	CDF Percentile
	With Model I inputs
	With Model II inputs
	With conventional algorithm inputs

	50
	0.060
	0.036
	5.643

	67
	0.126
	0.072
	7.650

	80
	0.679
	0.262
	10.668

	90
	5.340
	4.732
	17.541
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(a) Model I								(b) Model II
[bookmark: _Ref114842088]Figure 11 UE 2D positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on test dataset 2c {60%, 2m, 2m}.

In the highly NLoS InF-DH {60%, 6m, 2m} environment, a UE does not have any chance of seeing at least three LoS links to the TRPs in the factory. Even with high-quality LoS classification and ToA estimates produced by the ML models, conventional UL-TDOA positioning algorithms still cannot achieve adequate UE positioning accuracy. The positioning error distributions are provided in Figure 12 and Table 20. It can be concluded:
[bookmark: _Toc115455929]Good positioning performance is not achieved by conventional UL-TDOA positioning algorithms in the highly NLoS InF-DH {60%, 6m, 2m} environment even with high-quality LoS classification and ToA estimates produced by the ML models. 
[bookmark: _Ref114841675]Table 20 UE 2D positioning errors for test dataset 2d {60%, 6m, 2m} at different percentiles using /conventional positioning algorithms.
	CDF Percentile
	With Model I inputs
	With Model II inputs
	With conventional algorithm inputs

	50
	6.200
	6.073
	6.175

	67
	8.264
	8.261
	8.432

	80
	10.388
	10.342
	11.315

	90
	13.476
	13.528
	15.849
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(a) Model I								(b) Model II
[bookmark: _Ref114841687]Figure 12 UE 2D positioning error distributions for using AI/ML outputs with conventional L1 error minimizing positioning solutions on test dataset 2d {60%, 6m, 2m}.

Sensitivity of ML models to network synchronization errors
In this section, we investigate and analyze the performance of the ML models against network synchronization errors.
· We first test Model II trained without network synchronization errors against test dataset 2a with random network synchronization errors at various STD values.
· We next test Model II trained with STD = 25 ns network synchronization errors against test dataset 2a with random network synchronization errors at various STD values.
The ToA estimation quality is evaluated with respect to the individual TRP’s point of view. For example, if the correct first tap position is tap #5.13 without TRP synchronization error and the TRP has a synchronization error of  taps, the correct first tap position from the TRP’s point of view is tap #10.78, which is what the TRP expects the ML model estimation of ToA to produce.

Performance of model II trained without network synchronization errors
We first test Model II trained without network synchronization errors against test dataset 2a with random network synchronization errors at various STD values. As agreed in the previous RAN1 meeting, the random network synchronization errors are generated according to a truncated Gaussian distribution with a (pre-truncation) STD (aka, ) and truncation at ±2*STD (aka,  ). 
The confusion matrices of the LoS classification results are provided in Table 21. It can be observed that the trained model maintains similar accuracy performance as with no synchronization error for network synchronization errors up to at least 20 ns. The model accuracy degrades marginally from around 96% down to 94% when the synchronization error reaches 50 ns. 
In terms of false negative probability, the model appears to degrade gradually as the network synchronization error increases. However, at the same time, the model manages to reduce the false positive rates as the network synchronization error increases. As a result, this complementary degradation and improvement in the two types of misclassifications, the model arrives at an accuracy performance that is largely unaffected by the network synchronization errors.

[bookmark: _Toc115455930]For a model trained without network synchronization errors, LoS classification false negative probability degrades gradually while false positive probability improves gradually as network synchronization error increases. As a result, LoS classification accuracy performance of a model trained without network synchronization errors is largely unaffected by the network synchronization errors.

[bookmark: _Ref115077373]Table 21 Confusion matrices and accuracy of the LoS classification results from Model II tested with various network synchronization STD values.
	STD (aka, )
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	True positive
	0.952
	0.947
	0.943
	0.930
	0.877

	False negative
	0.048
	0.053
	0.057
	0.070
	0.123

	False positive
	0.035
	0.029
	0.027
	0.021
	0.012

	True negative
	0.965
	0.971
	0.973
	0.979
	0.988

	Accuracy
	0.959
	0.961
	0.960
	0.958
	0.939



The ToA estimation performance is provided in Table 22 and Table 23 for LoS links and all links, respectively. It can be observed that:
· The ToA estimation accuracy for LoS links degrades gradually as the network synchronization error increases. The ToA estimation errors with network synchronization error of 50 ns is roughly twice those with no network synchronization error.
· The ToA estimation accuracy for NLoS links exhibits more complicated patterns. For some CDF percentiles, the ToA estimation accuracy for NLoS links actually improves with the network synchronization errors. However, with a large network synchronization error such as STD = 50 ns, ToA estimation performance degrades particularly at high CDF percentiles.
Since the model is trained to achieve good ToA estimation accuracy for LoS links rather than for all links, it can be concluded the trained models provide stable LoS link ToA estimation across the network synchronization errors.

[bookmark: _Toc115455931]For a model trained without network synchronization errors, the ToA estimation accuracy for LoS links degrades gradually but remains stable as network synchronization errors increase.

[bookmark: _Ref115078980]Table 22 LoS link ToA estimation error results from Model II tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.015
	0.019
	0.021
	0.022
	0.027

	67
	0.026
	0.033
	0.037
	0.039
	0.047

	80
	0.044
	0.054
	0.058
	0.061
	0.078

	90
	0.082
	0.089
	0.093
	0.099
	0.161



[bookmark: _Ref115078990]Table 23 All link ToA estimation error results from Model II tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.187
	0.101
	0.106
	0.117
	0.199

	67
	0.655
	0.351
	0.370
	0.454
	1.181

	80
	1.488
	0.950
	1.022
	1.422
	14.249

	90
	3.161
	3.096
	3.767
	8.463
	46.067



Performance of model II trained with network synchronization errors
We next test Model II trained with STD = 25 ns network synchronization errors against test dataset 2a with random network synchronization errors at various STD values.
The confusion matrices of the LoS classification results are provided in Table 24. It can be observed that the trained model maintains similar accuracy performance as with no synchronization error. In terms of false negative probability, the model appears to degrade gradually as the network synchronization error increases. However, at the same time, the model manages to reduce the false positive rates as the network synchronization error increases. As a result, this complementary degradation and improvement in the two types of misclassifications, the model arrives at an accuracy performance that is largely unaffected by the network synchronization errors.

[bookmark: _Toc115455932]For a model trained with network synchronization error STD = 25 ns, LoS classification false negative probability degrades gradually while false positive probability improves gradually as network synchronization error increases. As a result, LoS classification accuracy performance of a model trained without network synchronization errors is largely unaffected by the network synchronization errors.

[bookmark: _Ref115081551]Table 24 Confusion matrices and accuracy of the LoS classification results from Model II trained with STD = 25 ns network synchronization errors and tested with various network synchronization STD values.
	
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	True positive
	0.970
	0.967
	0.965
	0.955
	0.926

	False negative
	0.030
	0.033
	0.035
	0.045
	0.074

	False positive
	0.069
	0.063
	0.055
	0.042
	0.023

	True negative
	0.931
	0.937
	0.945
	0.958
	0.977

	Accuracy
	0.948
	0.950
	0.954
	0.956
	0.955



The ToA estimation performance is provided in Table 25 and Table 26 for LoS links and all links, respectively. It can be observed that:
· The ToA estimation accuracy for LoS links is maintained across all tested network synchronization errors.
· The ToA estimation accuracy for NLoS links is also maintained for network synchronization errors at least up to STD = 20 ns. For the latter case, the losses of ToA estimation accuracy for NLoS links are substantially reduced when compared to a model trained without network synchronization error.

[bookmark: _Toc115455933]With the model trained with network synchronization error STD = 25 ns, ToA estimation quality across all network synchronization errors are improved substantially. The ToA estimation quality for LoS links, in particular, stays at high accuracy levels regardless of the network synchronization errors.

[bookmark: _Ref115081740]Table 25 LoS link ToA estimation error results from Model II trained with STD = 25 ns network synchronization errors and tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.023
	0.021
	0.020
	0.019
	0.020

	67
	0.040
	0.036
	0.034
	0.032
	0.034

	80
	0.074
	0.062
	0.058
	0.052
	0.058

	90
	0.157
	0.116
	0.103
	0.094
	0.107



[bookmark: _Ref115081746]Table 26 All link ToA estimation error results from Model II trained with STD = 25 ns network synchronization errors and tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.123
	0.112
	0.109
	0.110
	0.136

	67
	0.358
	0.332
	0.331
	0.355
	0.501

	80
	0.778
	0.726
	0.731
	0.803
	1.399

	90
	1.659
	1.531
	1.575
	1.861
	8.652



Positioning performance of using AI/ML generated inputs with conventional UL-TDOA positioning solutions
While the LoS classification output from the ML model remains accurate and the ToA estimates are consistent with the individual TRP’s synchronization errors, positioning performance at the centralized node is degraded by the TRP synchronization errors. As shown in Table 27 and Table 28, network synchronization errors dominate the UE positioning errors of conventional UL-TDOA algorithms. In general, the 90 percentile position errors are approximately 1.5·STD regardless of whether the ML models have been trained with or without network synchronization errors.

[bookmark: _Toc115455934]UE positioning performance of conventional UL-TDOA positioning solutions at the centralized node is degraded by network synchronization errors. The 90 percentile position errors are approximately 1.5 times the STD distribution parameter of the truncated Gaussian distribution.

[bookmark: _Ref115164529]Table 27 UE 2D positioning errors from Model II tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.018
	0.484
	1.473
	4.573
	10.741

	67
	0.026
	0.632
	1.913
	5.919
	13.826

	80
	0.037
	0.792
	2.364
	7.342
	17.577

	90
	0.062
	0.997
	2.926
	9.200
	22.149



[bookmark: _Ref115164534]Table 28 UE 2D positioning errors from Model II trained with STD = 25 ns network synchronization errors and tested with various network synchronization STD values.
	CDF Percentile
	0 ns
	2 ns
	6 ns
	20 ns
	50 ns

	50
	0.029
	0.506
	1.468
	4.510
	10.442

	67
	0.044
	0.657
	1.907
	5.852
	13.634

	80
	0.067
	0.834
	2.344
	7.315
	17.198

	90
	0.126
	1.096
	2.945
	9.100
	21.459



Summary of evaluation results
In this section, we summarize the evaluation results for AI/ML assisted positioning.
Table 29 Accuracy of the LoS classification results for AI/ML assisted positioning
	Training dataset
	Test dataset
	Model I LoS classification accuracy 
	Model II LoS classification accuracy 

	{40%, 2m, 2m}
	{40%, 2m, 2m} same drop
	0.957
	0.959

	
	{40%, 2m, 2m} new drop
	0.959
	0.960

	
	{50%, 2m, 2m} new drop
	0.960
	0.962

	
	{60%, 2m, 2m} new drop
	0.962
	0.964

	
	{60%, 6m, 2m} new drop
	0.952
	0.954

	{40%, 2m, 2m} with no network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	0.959

	
	{40%, 2m, 2m} STD=2ns
	
	0.961

	
	{40%, 2m, 2m} STD=6ns
	
	0.960

	
	{40%, 2m, 2m} STD=20ns
	
	0.958

	
	{40%, 2m, 2m} STD=50ns
	
	0.939

	{40%, 2m, 2m} with STD = 25 ns network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	0.948

	
	{40%, 2m, 2m} STD=2ns
	
	0.950

	
	{40%, 2m, 2m} STD=6ns
	
	0.954

	
	{40%, 2m, 2m} STD=20ns
	
	0.956

	
	{40%, 2m, 2m} STD=50ns
	
	0.955



Table 30 LoS link ToA estimation error results for AI/ML assisted positioning
	Training dataset
	Test dataset
	Model I 90%tile ToA error [m]
	Model II 90%tile ToA error [m]

	{40%, 2m, 2m}
	{40%, 2m, 2m} same drop
	0.164
	0.091

	
	{40%, 2m, 2m} new drop
	0.145
	0.082

	
	{50%, 2m, 2m} new drop
	0.159
	0.090

	
	{60%, 2m, 2m} new drop
	0.152
	0.087

	
	{60%, 6m, 2m} new drop
	0.178
	0.097

	{40%, 2m, 2m} with no network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	0.082

	
	{40%, 2m, 2m} STD=2ns
	
	0.089

	
	{40%, 2m, 2m} STD=6ns
	
	0.093

	
	{40%, 2m, 2m} STD=20ns
	
	0.099

	
	{40%, 2m, 2m} STD=50ns
	
	0.161

	{40%, 2m, 2m} with STD = 25 ns network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	0.157

	
	{40%, 2m, 2m} STD=2ns
	
	0.116

	
	{40%, 2m, 2m} STD=6ns
	
	0.103

	
	{40%, 2m, 2m} STD=20ns
	
	0.094

	
	{40%, 2m, 2m} STD=50ns
	
	0.107



Table 31 All link ToA estimation error results for AI/ML assisted positioning
	Training dataset
	Test dataset
	Model I 90%tile ToA error [m]
	Model II 90%tile ToA error [m]

	{40%, 2m, 2m}
	{40%, 2m, 2m} same drop
	3.137
	2.574

	
	{40%, 2m, 2m} new drop
	3.161
	2.666

	
	{50%, 2m, 2m} new drop
	3.566
	3.204

	
	{60%, 2m, 2m} new drop
	3.901
	3.654

	
	{60%, 6m, 2m} new drop
	4.729
	4.850

	{40%, 2m, 2m} with no network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	3.161

	
	{40%, 2m, 2m} STD=2ns
	
	3.096

	
	{40%, 2m, 2m} STD=6ns
	
	3.767

	
	{40%, 2m, 2m} STD=20ns
	
	8.463

	
	{40%, 2m, 2m} STD=50ns
	
	46.067

	{40%, 2m, 2m} with STD = 25 ns network synchronization errors
	{40%, 2m, 2m} STD=0ns
	
	1.659

	
	{40%, 2m, 2m} STD=2ns
	
	1.531

	
	{40%, 2m, 2m} STD=6ns
	
	1.575

	
	{40%, 2m, 2m} STD=20ns
	
	1.861

	
	{40%, 2m, 2m} STD=50ns
	
	8.652



Table 32 Evaluation results for AI/ML model deployed on network-side, without model generalization investigation. No network synchronization error. Two architectures of the ML model: Architecture I (6 layers: 3 Conv1D layers, 3 Dense layers) and Architecture II (9 layers: 6 Conv1D layers, 3 Dense layers)

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	I
	Time domain CIR, 
256x2 complex array

	(1). LoS/NLoS classification
(2). ToA estimate
	Ideal

	{40%,2m,2m}

	108,000 link CIR
	72,000 link CIR

	35,447 complex parameters
	404,655 FLOPs
	0.113

	II
	
	
	
	
	
	
	36,512 complex parameters
	944,387 FLOPs
	0.063




Table 33. Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained in InF-DH {40%, 2m, 2m} and tested with various InF-DH clutter parameters and new drop.  No network synchronization error. Two architectures of the ML model: Architecture I (6 layers: 3 Conv1D layers, 3 Dense layers) and Architecture II (9 layers: 6 Conv1D layers, 3 Dense layers)
	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	I
	Time domain CIR, 
256x2 complex array

	(1). LoS/NLoS classification
(2). ToA estimate
	Ideal
	{40%,2m,2m}
	108,000 link CIR
	72,000 link CIR
	35,447 complex parameters
	404,655 FLOPs
	0.106

	
	
	
	
	{50%,2m,2m}
	
	
	
	
	0.264

	
	
	
	
	{60%, 2m, 2m}
	
	
	
	
	5.340

	
	
	
	
	{60%, 6m, 2m}
	
	
	
	
	13.476

	II

	
	
	
	{40%,2m,2m}
	
	
	36,512 complex parameters
	944,387 FLOPs
	0.062

	
	
	
	
	{50%,2m,2m}
	
	
	
	
	0.150

	
	
	
	
	{60%, 2m, 2m}
	
	
	
	
	4.732

	
	
	
	
	{60%, 6m, 2m}
	
	
	
	
	13.528



Table 34. Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained in InF-DH {40%, 2m, 2m} with no network synchronization errors, and tested with InF-DH {40%, 2m, 2m} and a range of network synchronization errors. Architecture II (9 layers: 6 Conv1D layers, 3 Dense layers).

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	II

	Time domain CIR, 
256x2 complex array

	(1). LoS/NLoS classification
(2). ToA estimate
	Ideal
	{40%,2m,2m}, T1=0ns
	108,000 link CIR
	72,000 link CIR
	36,512 complex parameters
	944,387 FLOPs
	0.062

	
	
	
	
	{40%,2m,2m}, T1=2ns
	
	
	
	
	0.997

	
	
	
	
	{40%,2m,2m}, T1=6ns
	
	
	
	
	2.926

	
	
	
	
	{40%,2m,2m}, T1=20ns
	
	
	
	
	9.200

	
	
	
	
	{40%,2m,2m}, T1=50ns
	
	
	
	
	22.149


Table 35. Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained in InF-DH {40%, 2m, 2m} with network synchronization error STD T1=25ns, and tested with InF-DH {40%, 2m, 2m} and a range of network synchronization errors. Architecture II (9 layers: 6 Conv1D layers, 3 Dense layers).
	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	II

	Time domain CIR, 
256x2 complex array

	(1). LoS/NLoS classification
(2). ToA estimate
	Ideal
	{40%,2m,2m}, T1=0 ns
	108,000 link CIR
	72,000 link CIR
	36,512 complex parameters
	944,387 FLOPs
	0.126

	
	
	
	
	{40%,2m,2m}, T1=2 ns
	
	
	
	
	1.096

	
	
	
	
	{40%,2m,2m}, T1=6 ns
	
	
	
	
	2.945

	
	
	
	
	{40%,2m,2m}, T1=20 ns
	
	
	
	
	9.100

	
	
	
	
	{40%,2m,2m}, T1=50 ns
	
	
	
	
	21.459



Direct AI/ML positioning with fingerprinting based on SRS RSRP
In this section, direct AI/ML positioning using SRS based RSRP is evaluated.
The evaluation results provide a positioning accuracy comparison between two methods:
1) the baseline method (legacy UL-TDOA positioning algorithm based on geometric calculations) and 
2) fingerprinting based machine learning method, i.e., a direct AI/ML positioning method based UL SRS RSRP measurements

ML model input and output
In this evaluation, the ML model take as input the sounding reference signal (SRS) received signal power (RSRP) from each of the 18 TRPs deployed in the indoor factory hall. The model output is the estimated horizontal location of the target UE. This scheme is illustrated in Figure 13 below.
[image: ]
[bookmark: _Ref115278011]Figure 13 Direct AI/ML positioning where the ML takes UL SRS RSRP from all TRPs and output the location of the target UE directly

To have a comparison, ML takes UL SRS RSRP reports from all TRPs and output the location of the target UE directly. Specifically, UL RSRP measurements are obtained at network side and then used for positioning the UE. The RSRP was estimated from SRS transmission and UL measurement. For a given UE, the set of RSRPs are obtained from all 18 TRPs according to the agreed BS layout in a small hall (L=120m x W=60m). The input of 18 RSRP values are fed to the position estimator (conventional or ML based). 
Regarding simulation assumptions, they are the same as described at Subsection 4.1, except here the more challenging clutter setting is assumed: {60%, 6m, 2m}.

Data generation for ML training and performance verification
For ML training and testing, the dataset is generated using a system simulator with the agreed parameter settings. In one drop, 1000 UEs are generated simultaneously and randomly distributed in the entire hall. With 12 of such drops, measurement dataset of 12,000 data-points were generated for ML training and performance testing. Each datapoint is one set of measurement values for a UE, which is composed of 18 RSRP values as measured by the UE from 18 TRPs. Among them, 10000 data-points were used for ML training (8000) and validation (2000), while the other 4000 data-points (including validation data) were used for performance evaluation for comparing the positioning performance between the two methods. 
The data-generation keeps the propagation seeds constant to maintain spatial consistency between the drops while applying randomization on UE positions and noise/interference from one drop to another drop. In other words, the full dataset is also equivalent to a single UE drop with 12,000 UEs generated simultaneously. 

ML based fingerprinting 
The ML neural network employed for direct ML positioning is composed of 11 layers total, as illustrated in Figure 14. It contains four sequentially connected residual network layers, where each residual network layer is composed of two fully connected layers.  Furthermore, 3 fully connected layers are used outside of the residual network layers. There are 600 neurons at each layer. It is worth mentioning that further tuning of the neural network structure is possible in order to reduce the complexity and enhance the positioning accuracy. This could be carried out in future study or a realistic engineering project.
[image: ]
[bookmark: _Ref115278283]Figure 14 High-level structure of the ML model used for directly generating the UE position.

The neural network was trained using the supervised learning with stochastic gradient feedback. The loss function (or cost function) is mean-squared-errors.  It is assumed that the training data have been labeled with ground truth (i.e., exact horizonal location of the UE), so that the ground truth can be used in building the loss function.  The training used layer-normalization, dropout for regularization, and Adaptive Moment Estimation (Adam) optimizer.

Overall, the main features of the direct ML positioning method are summarized in Table  below.
[bookmark: _Ref115443575]Table 39 Key features of the direct AI/ML positioning method
	ML model input
	18 RSRP values for a target UE. They are obtained from each TRP based on its SRS measurement 

	ML model output
	Horizontal position of the target UE

	Model complexity: 

	Model size
	11 Dense layers; 600 neuros per layer

	
	Number of parameters in the ML model
	around 3 million

	Number of ML models obtained from training
	One

	Number of ML models deployed for inference
	One



Performance results of legacy method (UL-TDOA) and ML based fingerprinting (UL-SRS-RSRP)
In this subsection, performance results in terms of horizonal positioning accuracy are provided for both the legacy method and the ML based method.
Figure 15 presents the performance comparison in terms of cumulative probability function (CDF) and percentiles at (50%, 67%, 80%, 90%, and 99%) for horizontal positioning errors for both conventional and ML methods. It is observed the ML method outperforms the legacy method with a large performance improvement. 

[bookmark: _Toc111221764][bookmark: _Toc115455935]With Direct AI/ML positioning, the ML method outperforms the legacy method with a large performance improvement with SRS RSRP inputs. 


[image: ]

[bookmark: _Ref115278407]Figure 15 CDF and percentiles of horizontal positioning errors using legacy and ML methods

For easy comparison in percentiles, Table 36 is provided to show the performance achieved by the ML method, as compared to the conventional method (UL-TDOA).
[bookmark: _Ref115278688]Table 36 Percentiles of horizontal errors for ML vs conventional (UL-TDOA) positioning methods
[image: ]


In addition to statistical analysis above, to further observe the positioning accuracy distribution over the space, Figure 16 and Figure 17 are provided to visualize the horizontal errors over the space by legacy method and ML method, respectively. The colors of UE dots at the figures, with a reference to the colored bars, indicate the horizontal error magnitudes of positioning, at the given locations of the UEs.
It is observable that the errors are less evenly distributed over spaces with legacy method than that of ML method, visually. For UEs located relatively further away from TRPs (i.e., at the edges of the factory hall), the position estimation errors tend to have a higher value, while this does not seem to happen to the ML method, when comparing Figure 16 and Figure 17.

[image: ]
[bookmark: _Ref115278733]Figure 16 Spatial distribution of positioning errors (horizontal in meters) with legacy method
[image: ]
[bookmark: _Ref115278745]Figure 17 Spatial distribution of positioning errors (horizontal in meters) with ML method

Investigation of the generalization capability of the ML method
To investigate the issue of model generalization capability, this subsection provides an example of training the ML network by dataset (RSRP) of one scene while performing ML inference at another scene, where different scenes have different clutter landscape though of the same clutter parameter (density=60%, height=6m, size=2m). In other words, the generalization study is to train the ML model in one drop, and test the ML model performance in another drop. Such landscape difference could rise due to different indoor factory sites or movement of clutter at the same indoor factory site. 
SRS-RSRP AL/ML positioning model applying for a different site 
Figure 18 illustrates the comparison results on performance with legacy method or ML method for different scenes, where the ML network was trained with dataset generated from scene1. Both ML1 and ML2 curves use the same ML network trained by dataset obtained at scene1. The difference is that ML1 curve is obtained by ML inference in scene1, while ML2 curve is for ML inference in scene2.
· The curves with a legend of Conventional1 or ML1 indicates positioning horizontal error CDF for legacy method or ML method (in color blue and orange, respectively), when the position estimation is for UEs at scene1. Thus for ML1 curve, the training dataset and the test dataset are both from the same scene. 
· The curves with a legend of Conventional2 or ML2 (in color green and red, respectively) shows the performances of horizontal position estimation error for UEs at scene2. Thus, for ML2 curve, the training dataset and test datasets are from different scenes. 
It is obvious from the curves that the legacy method (UL-TDOA here) is quite robust over different scenes/drops (i.e., different clutter layout but with same clutter statistics). In contrast, the ML inference has substantial performance degradation if the training dataset is not obtained from exactly the same scene/drop as the testing dataset, even though the two scenes share the same statistical attributes. 
This comparison demonstrates the necessity of examining the generalization capability of an ML network, so that it can achieve the desired accuracy when the environment landscape changes.  In other words, this investigation points out that ML based fingerprinting method needs to consider appropriate applicable scenarios or extending its generalization capability with adaptive-updating schemes.

[bookmark: _Toc111221765][bookmark: _Toc115455936]Direct AI/ML positioning should carefully consider the model generalization issue before deploying the ML model.
[image: ]
[bookmark: _Ref115278823]Figure 18 An example performance (cumulative-density-function of horizontal positioning errors) of applying ML inference for another scene while keeping the clutter parameter the same

Summary of evaluation results
In Table 37, a summary of the evaluation results in the agreed reporting format is shown. 

[bookmark: _Ref115440898]Table 37 Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained in InF-DH {60%,6m, 2m}, and tested with the same drop or new drop compared to training. No network synchronization errors. The ML model contains 11 dense layers.

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	18 RSRP values for a target UE
	Horizontal position of the target UE
	Ideal
	{60%,6m, 2m}, same drop
	10,000 of 18 RSRP values
	4,000 of 18 RSRP values
	around 3 million
	Not available
	1.719

	
	
	
	{60%,6m, 2m}, new drop
	
	
	
	
	19.86



Direct AI/ML positioning with fingerprinting based on UL ToA
In [9], fingerprinting positioning results based on UL ToA where presented. The ML model used takes as input the uplink time-of-arrival (ToA) report from each of the 18 TRPs deployed in the indoor factory hall. The model output is the estimated horizontal location of the target UE. The evaluation results provide a positioning accuracy comparison between two methods:
1) the baseline method (legacy UL-TDOA positioning algorithm based on geometric calculations) and 
2) fingerprinting based machine learning method, i.e., a direct AI/ML positioning method. 
Regarding simulation assumptions, they are the same as described at Subsection 4.1, except here the more challenging clutter setting is assumed: {60%, 6m, 2m}.
The generalization performance impact due to different drops was also evaluated in [9]. The results are copied here for convenience, see Figure 19. It is obvious from the curves that the legacy method (UL-TDOA here) is quite robust over different scenes (i.e., different clutter layout but with same clutter statistics). In contrast, the ML inference has substantial performance degradation if the training dataset is not obtained from exactly the same scene as the testing dataset, even though the two scenes/drops share the same statistical attributes. 

[image: ]
[bookmark: _Ref110420181]Figure 19 An example performance (cumulative-density-function of horizontal positioning errors) of applying ML inference for another scene while keeping the clutter parameter the same


Network TRP synchronization error
To investigate the issue of model generalization capability due to network sync errors, this subsection provides an example of training the ML network by dataset without any network sync error while performing ML inference in a deployment with network sync error. For this case, it can be observed that when network TRP signal synchronization error appears, the performance degrades substantially. 
Based on the agreements from RAN1#110 [12], network sync errors should be modeled as:

1. The statistical mean of this Gaussian distribution is zero;
1. Statistical variance STD is denoted as T1
1. Truncation windows (-2T1, 2T1)
1. For Network synchronization error, assume T1=50ns as a typical setting for the error.

[image: ]
Figure 20 An example of simulated network TRP synchronization errors: statistical PDF & CDF

Impact on AI/ML positioning methods (ToA)
To investigate the impact of network sync errors, the model trained on a dataset without network sync errors was tested on a dataset with network sync errors, see Figure 21. As a reference, the blue curve shows the performance of legacy method based on UL-ToA inputs, assuming no network synchronization errors. Orange curve presents the performance of ML fingerprint method based on the same data of UL-ToA inputs, while the green curve is the performance CDF when network synchronization error is modeled as described above.

[image: ] 
[bookmark: _Ref115279575]Figure 21 Network synchronization error impact on ToA fingerprint method ()

Summary of evaluation results
In Table 38 a summary of the evaluation results in the agreed reporting format is shown. 
[bookmark: _Ref115440988]Table 38 Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained in InF-DH {60%,6m,2m} without network synchronization error, and tested with new drop or network synchronization error. The ML model contains 11 dense layers.

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training/ validation
	test
	Model complexity
	Computation complexity
	

	18 ToA values for a target UE
	Horizontal position of the target UE
	Ideal
	{60%,6m, 2m}, same drop, T1=0 ns
	6,000 of 18 ToA values
	6,000 of 18 ToA values
	around 3 million
	Not available
	1.19

	
	
	
	{60%,6m, 2m}, new drop, 
T1=0 ns
	
	
	
	
	19.38

	
	
	
	{60%,6m, 2m}, same drop,  T1=50ns
	
	
	
	
	12.4



This comparison demonstrates the necessity of examining the generalization capability of an ML network with respect to network sync as well. 

Direct AI/ML positioning with fingerprinting using UL CIR
In this section we estimate UE positions directly using trained AI/ML models from UL SRS channel impulse responses. We reuse the antenna and SRS configurations described in Section 4.1. The input to the AI/ML model is a three-dimensional complex-valued tensor  representing the truncated time-domain impulse response from the UE to each TRP (18 TRPs x 256 time-domain samples x 2 TRP Rx antennas).

Data pre-processing
The complex tensor  is pre-processed as , using a heuristic  that ensures the elements of  are near zero.

[bookmark: _Ref115188366]AI/ML model architecture
In this section we study the simple convolutional NN architecture illustrated in Figure 22. The first layer applies a modReLU complex activation function directly to the elements of . The modReLU activation function is defined for a complex number  as 



for some fixed . (For training, we allow  to be a learnable parameter.) The modReLU combined with the logarithmic pre-processing step is essentially a tunable tap-power filter.
The modReLU activation is followed by a sequence of 2D convolutional layers. We progressively reduce the number of filters to control the size (instead of, e.g., max pooling for simplicity). A leaky complex ReLU activation function is applied to the output of each convolution. The leaky complex ReLU is defined as


The convolutional block is followed by a dropout layer, which was added to address overfitting (the dropout rate is a hyper parameter). We apply the leaky complex ReLU activation function to the output of each dense layer.
The output of the dropout layer is fed into an MLP, where skip layers are added to help with vanishing gradients. The vast majority of the AI/ML model’s parameters reside in the MLP block.
Finally, the output of the MLP block is a single complex number. The UE’s position estimate  is defined as



[image: ]
[bookmark: _Ref115279708]Figure 22: CNN Architecture for CIR fingerprinting
Table 39 Key features of the ML model I for CIR fingerprinting
	ML model input 
	Time domain CIR, obtained from SRS estimation 
18x256x2 complex array 

	ML model output 
	UE position estimate

	Model complexity:  
 
	Model size 
	7 conv2D layers
10 dense layers 

	
	Number of parameters in the ML model 
	6,463,776 complex parameters 

	Computation complexity for model inference: number of FLOPs 
	6,252,449,792 FLOPs 

	Number of ML models deployed for inference 
	One per deployment, residing in LMF



The CNN model is trained and tested on various combinations of the InF-DH {60%, 6m, 2m}, {60%, 2m, 2m}, {40%, 6m, 2m}, and {40%, 2m, 2m} as discussed in Section 4.1.

[bookmark: _Ref115188397][bookmark: _Ref115280143]Experiment 1 (Generalization over clutter settings / same spatial correlation seed)
In this experiment we trained the CNN architecture shown in Figure 22 from scratch using a {60%, 6m, 2m} dataset with 90,000 samples (80,000 for training and 10,000 for validation). The trained AI/ML model is called CNN-1. Figure 23 shows the performance of CNN-1 on four different datasets (all datasets use the same spatial correlation seed). The cumulative density functions (CDFs) were computed using 500 samples from a test dataset.

[image: ]
[bookmark: _Ref115279517]Figure 23: CNN-1 Performance (different clutter settings, but same spatial correlation seed)
   
The first dataset is {60%, 6m, 2m} has an identical distribution to the training dataset (these samples were not used for training). The model’s performance on the third dataset {40%, 6m, 2m} remain relatively stable (here we use the same spatial correlation seed, so these datasets only have a small difference in the LoS probability). CNN-1’s performance dropped on the {60%, 2m, 2m} dataset and the {40%, 2m, 2m} dataset (as expected because of a more dramatic difference in the data distribution).

[bookmark: _Toc115455937]CIR fingerprinting AI/ML model performance can be sensitive to clutter parameters.

Comparison with previously proposed architectures
The AI/ML model architectures proposed by OPPO [10] and CMCC [11] in RAN1#110 were implemented to serve as a comparison and help demonstrate that our datasets have similar distributions to other companies. The models were trained on the {60%, 6m, 2m} training dataset consisting of 90,000 samples, split into 80,000 samples for training and 10,000 samples for validation. Only a single antenna was used, and the real and imaginary part of the channel impulse responses (CIRs) were split. Therefore, each sample consisted of a 18x256x2 real-valued array (matching the setup in [10] and [11]). In Figure 24, the results from evaluating the trained models on a test dataset consisting of 500 samples are displayed. The test dataset comes from the same drop as the training dataset. We also refer to Table 3 for comparison with UE positioning errors obtained using conventional non-ML.
Note: CNN-1 is larger (more trainable parameters) than referenced AI/ML models and it was trained for more epochs, so the comparison is not completely fair. The main purpose of this comparison is to show that dataset distribution and positioning performance are similar among the architectures used by the companies. 

[image: Chart

Description automatically generated]
[bookmark: _Ref115427962]Figure 24: Comparison of performance of some model architectures.

Experiment 2 (Generalisation over clutter settings and spatial correlation seeds)
In the following experiment we take the trained CNN-1 model (see Experiment 1 in Section 4.4.3) and deploy it on datasets with different clutter parameters and different spatial correlation seeds. The outcome can be seen in Figure 25. The first CDF curve is provided for reference: It is the performance of CNN-1 on the {60%, 6m, 2m} dataset (same distribution on which it was trained, but different samples). The remaining CDF curves illustrate CNN-1’s performance on datasets with different spatial correlation seeds. 


[image: Chart

Description automatically generated]
[bookmark: _Ref115427456]Figure 25: CNN-1 performance (different clutter settings with different spatial correlation seeds)

[bookmark: _Toc115455938]CIR fingerprinting AI/ML model performance can be sensitive to the spatial correlation seed. 

[bookmark: _Toc115455939]CIR fingerprinting AI/ML models may benefit from site-specific fine-tuning or re-training. 

Experiment 3 (Fast fine-tuning with different clutter settings / same spatial correlation seed)
In this experiment we take 1000 samples from the {40%, 2m, 2m} dataset and finetune CNN-1 using those samples. The result of this finetuning training is called CNN-2. The retraining was fast -- no effort was made to tune hyperparameters. The results are displayed in Figure 26.
The first and second CDF curves are provided for reference – the original performance of CNN-1 on the {60%, 6m, 2m} and {40%, 2m, 2m} datasets. We observe that finetuning the trained model using relatively few data samples (e.g., 1000) can significantly improve the 90%-tile performance (e.g., here we improve from approx. 8m to 4.5m). 
Note: CNN-2’s performance on {60%, 4m, 2m} dataset degraded after finetuning (perhaps it is possible to limit this degradation with more sophisticated training techniques).


[image: ]
[bookmark: _Ref115429313]Figure 26: CNN-2 performance (fine tune on small dataset)

[bookmark: _Toc115455940]The 90%-tile performance of a CIR fingerprinting model for different clutter settings can be improved by fine-tuning the model on relatively few samples.

Experiment 4 (Joint training with different clutter settings / same spatial correlation seed)

In this experiment we more thoroughly retrain CNN-1 on a mixed {60%, 6m, 2m} + {40%, 2m, 2m} dataset with approximately 100,000 samples --- 50% from with the {60%, 6m, 2m} settings and 50% with the {40%, 2m, 2m} settings. The result of the retraining is called CNN-3. Figure 27 illustrates the performance of CNN-1 and CNN-3. 
The first three CDF curves are provided for reference: the performance of CNN-1 on {60%, 6m, 2m}, {60%, 2m, 2m} and {40%, 2m, 2m}. We observe that CNN-3 achieves good performance on the {60%, 6m, 2m}, {60%, 2m, 2m} and {40%, 2m, 2m} datasets.

[image: ]
[bookmark: _Ref115279756]Figure 27: CNN-3 performance (retraining on two different clutter settings)

[bookmark: _Toc115455941]CIR fingerprinting AI/ML models can be (re-)trained to work well on multiple datasets with different clutter settings, when sufficient training data is available.

Summary of evaluation results
Table 40, Table 41, Table 42, and Table 43 show summary results of the evaluation results in the agreed reporting format.
[bookmark: _Ref115441542]Table 40 Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained on InF-DH {60%, 6m, 2m}, and tested with various InF-DH clutter parameters. All datasets use the same spatial correlation seed.  No network synchronization error. The model is a CNN with 7 conv2D layers and 10 dense layers.

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	Test
	Model complexity
	Computation complexity
	

	CNN-1
	Time domain CIR, 18x256x2 complex array 
	Horizontal position of the target UE
	Ideal
	{60%, 6m, 2m}
	80,000 / 10,000
	500
	6,463,776 complex parameters
	6,252,449,792 FLOPs
	0.9

	
	
	
	
	{60%, 2m, 2m}
	
	
	
	
	4.5

	
	
	
	
	{40%, 6m, 2m}
	
	
	
	
	1.0

	
	
	
	
	{40%, 2m, 2m}
	
	
	
	
	7.6




[bookmark: _Ref115441548]Table 41 Evaluation results for AI/ML model deployed on network-side, with model generalization investigation where the model is trained on InF-DH {60%, 6m, 2m}, and tested with various InF-DH clutter parameters and different spatial correlation seeds. No network synchronization error. The model is a CNN with 7 conv2D layers and 10 dense layers.

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	Test
	Model complexity
	Computation complexity
	

	CNN-1
	Time domain CIR, 18x256x2 complex array 
	Horizontal position of the target UE
	Ideal
	{60%, 6m, 2m} same drop
	80,000 / 10,000
	500
	6,463,776 complex parameters
	6,252,449,792 FLOPs
	0.9

	
	
	
	
	{60%, 6m, 2m} new drop
	
	
	
	
	>10

	
	
	
	
	{60%, 2m, 2m} new drop
	
	
	
	
	>10

	
	
	
	
	{40%, 6m, 2m} new drop
	
	
	
	
	>10

	
	
	
	
	{40%, 2m, 2m} new drop
	
	
	
	
	>10



[bookmark: _Ref115441553]Table 42 Evaluation results for AI/ML model deployed on network-side, with model fine-tuning. The CNN-1 model trained on InF-DH {60%, 6m, 2m} is updated to CNN-2 by further training with 1000 samples with {40%, 2m, 2m}. No network synchronization error. The model is a CNN with 7 conv2D layers and 10 dense layers.

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	Test
	Model complexity
	Computation complexity
	

	CNN-2
	Time domain CIR, 18x256x2 complex array 
	Horizontal position of the target UE
	Ideal
	{60%, 6m, 2m}
	1000 for model update
	500
	6,463,776 complex parameters
	6,252,449,792 FLOPs
	3.5

	
	
	
	
	{40%, 2m, 2m}
	
	
	
	
	4.3



[bookmark: _Ref115441560]Table 43 Evaluation results for AI/ML model deployed on network-side, with model retraining. The CNN-1 model trained in InF-DH {60%, 6m, 2m} is updated to CNN-3 by further training with a mixed {60%, 6m, 2m} + {40%, 2m, 2m} dataset with approximately 100,000 samples. No network synchronization error. The model is a CNN with 7 conv2D layers and 10 dense layers.

	Model
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	
	Training/ validation
	Test
	Model complexity
	Computation complexity
	

	CNN-3
	Time domain CIR, 18x256x2 complex array 
	Horizontal position of the target UE
	Ideal
	{60%, 6m, 2m}
	100,000 for model update
	500
	6,463,776 complex parameters
	6,252,449,792 FLOPs
	1.0

	
	
	
	
	{60%, 2m, 2m}
	
	
	
	
	1.6

	
	
	
	
	{40%, 2m, 2m}
	
	
	
	
	2.0



Conclusion
Based on the extensive evaluation and analysis, we made the following observations: 
Observation 1	A single simple AI/ML model can be deployed to all TRPs to generate reliable LoS classification and ToA estimates in the InF-DH environment with {40%, 2m, 2m} clutter parameters.
Observation 2	Reliable positioning performance can be achieved by deploying an identical simple AI/ML model to operate independently at different TRPs in the InF-DH environment with {40%, 2m, 2m} clutter parameters. Simple conventional UL-TDOA positioning solutions at the centralized node can be retained to process the reports generated by the TRPs.
Observation 3	AI/ML-assisted positioning can substantially improve the UE positioning accuracy for the difficult cases where existing methods tend to fail.
Observation 4	A single simple AI/ML model deployed to all TRPs for LoS classification and ToA estimation can generalize to different InF-DH {40%, 2m, 2m} environment realizations. Reliable positioning performance is achieved irrespective of environment change.
Observation 5	For models trained with one InF-DH environment parameters and applied to a different environment, LoS classification false negative probability gradually improves while false positive probability degrades slightly as environment parameters deviate more and more from those used for training. As a result, LoS classification accuracy performance of the models is largely unaffected by the environment parameters.
Observation 6	For models trained with one InF-DH environment parameters and applied to a different environment, ToA estimation quality for the LoS links degrades gradually and only slightly as environment parameters deviate more and more from those used for training. For the NLoS links, ToA estimation quality also degrades gradually as environment parameters deviate more and more from those used for training.
Observation 7	A single simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment can generalize to different InF-DH environment clutter parameters.
Observation 8	Reliable positioning performance can be achieved by deploying an identical simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment to operate independently at different TRPs in the InF-DH {50%, 2m, 2m} environment and conventional UL-TDOA positioning algorithms at the centralized node. The positioning accuracy using ML model inputs is substantially better than that achieved using conventional baseline solutions.
Observation 9	Good positioning performance can be achieved by deploying an identical simple AI/ML model trained in the InF-DH {40%, 2m, 2m} environment to operate independently at different TRPs in the InF-DH {60%, 2m, 2m} environment and conventional UL-TDOA positioning algorithms at the centralized node. The positioning accuracy using ML model inputs is substantially better than that achieved using conventional baseline solutions.
Observation 10	Good positioning performance is not achieved by conventional UL-TDOA positioning algorithms in the highly NLoS InF-DH {60%, 6m, 2m} environment even with high-quality LoS classification and ToA estimates produced by the ML models.
Observation 11	For a model trained without network synchronization errors, LoS classification false negative probability degrades gradually while false positive probability improves gradually as network synchronization error increases. As a result, LoS classification accuracy performance of a model trained without network synchronization errors is largely unaffected by the network synchronization errors.
Observation 12	For a model trained without network synchronization errors, the ToA estimation accuracy for LoS links degrades gradually but remains stable as network synchronization errors increase.
Observation 13	For a model trained with network synchronization error STD = 25 ns, LoS classification false negative probability degrades gradually while false positive probability improves gradually as network synchronization error increases. As a result, LoS classification accuracy performance of a model trained without network synchronization errors is largely unaffected by the network synchronization errors.
Observation 14	With the model trained with network synchronization error STD = 25 ns, ToA estimation quality across all network synchronization errors are improved substantially. The ToA estimation quality for LoS links, in particular, stays at high accuracy levels regardless of the network synchronization errors.
Observation 15	UE positioning performance of conventional UL-TDOA positioning solutions at the centralized node is degraded by network synchronization errors. The 90 percentile position errors are approximately 1.5 times the STD distribution parameter of the truncated Gaussian distribution.
Observation 16	With Direct AI/ML positioning, the ML method outperforms the legacy method with a large performance improvement with SRS RSRP inputs.
Observation 17	Direct AI/ML positioning should carefully consider the model generalization issue before deploying the ML model.
Observation 18	CIR fingerprinting AI/ML model performance can be sensitive to clutter parameters.
Observation 19	CIR fingerprinting AI/ML model performance can be sensitive to the spatial correlation seed.
Observation 20	CIR fingerprinting AI/ML models may benefit from site-specific fine-tuning or re-training.
Observation 21	The 90%-tile performance of a CIR fingerprinting model for different clutter settings can be improved by fine-tuning the model on relatively few samples.
Observation 22	CIR fingerprinting AI/ML models can be (re-)trained to work well on multiple datasets with different clutter settings, when sufficient training data is available.


Based on the discussion in the previous sections we propose the following:
Proposal 1	For AI/ML assisted methods that support timing-based positioning, the conventional positioning method accounts for the network synchronization error in order to fully benefit from the improved ToA measurements provided by AI/ML.
Proposal 2	For direct AI/ML positioning method, protocols are defined to support site-specific model fine-tuning or re-training.
Proposal 3	For evaluation of AI/ML assisted positioning with LoS classification and ToA estimation as the intermediate model outputs, at least LoS classification accuracy and CDF percentile of ToA estimate errors (preferrably expressed in meters) should be reported as the intermediate performance metrics.
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[bookmark: _Ref109630790]Appendix A. Selected Agreements from RAN1#109e and RAN1#110

In RAN1#109e meeting for the AI PHY SI, the following agreements were made for AI 9.2.4.1 (Evaluation on AI/ML for positioning accuracy enhancement) [6]
	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.

Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Agreement
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Agreement
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.


 
Agreement
The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2= for scenario 2 (InF-DH) 

	…
	…

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,), 8}.


 
Agreement
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901
 
Agreement
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
-         It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
 
Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location

Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.
 
Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).
· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.
· Note: Other metrics to measure the computational complexity are not precluded.
 
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 





The following agreements were made for AI 9.2.4.2 (Other aspects on AI/ML for positioning accuracy enhancement) [6].
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1





In RAN1#110 meeting for the AI PHY SI, the following agreements were made for AI 9.2.4.1 (Evaluation on AI/ML for positioning accuracy enhancement) [12]
	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For AI/ML-based positioning, study impact from implementation imperfections.

Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”.

Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.

Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.

Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output

Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).
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