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In this paper, we provide the evaluation results for XR capacity and power in FR1 and FR2 [1].
For FR1 capacity part, the impact of delay-aware scheduling, and traffic arrival offset staggering on capacity are evaluated. For FR1 power, the impact of transmit power, pathloss, spectral efficiency, and mean file transfer delay on power are evaluated. The trade-off between capacity and power is characterized for power saving techniques such as always On, CDRX, eCDRX. Further evaluation results of the impact of frame rates, bit rates, pose periodicity, jitter are provided.
For FR2 capacity, the impact of bandwidth, frame rates, jitter, staggering, TDD configuration are evaluated. For FR2 power, R16/17 power saving schemes are evaluated.
FR1 Evaluations
Capacity Results
In this section, we present the XR capacity results for FR1 assuming that the UE is always on, i.e., without any power-saving mechanism enabled. Also, the PDCCH capacity constraints are not modelled.
Simulation Assumptions
The simulation assumptions are listed below:
	
	Dense Urban
	Urban Macro
	Indoor Hotspot

	BS Antennas 
(M, N, P, Mg, Ng; Mp, Np)
	(8, 8, 2, 1, 1; 4, 8) 
with 64 TXRU
	(4, 4, 2, 1, 1; 4, 4) 
with 32 TXRU

	BS Antenna spacing
	dH= 0.5 λ, dV= 0.5 λ

	Carrier Frequency
	4 GHz

	System Bandwidth
	100 MHz

	Numerology
	30 KHz SCS, 0.5 ms slot duration

	UE PHY processing delay
	Capability 1

	gNB PHY processing delay
	3 slots

	UE Antennas
(M, N, P, Mg, Ng; Mp, Np)
	4 RX, 2 TX
(1, 2, 2, 1, 1; 1, 2); dH= 0.5 λ

	Layout
	21 cells with wraparound
(Multi-floor model for indoor UEs)
	12 TRPs
(Single sector per site)

	Channel model
	3D UMa (ISD 200m)
	3D UMa (ISD 500 m)
	InH

	UE Distribution
	80% indoor, 20% outdoor
	100% indoor

	BS antennas mechanical downtilt
	0 degrees
	90 degrees (pointing downward)

	BS antennas electrical vertical steering angle
	102 degrees
	96 degrees
	N/A

	Antenna Gain
	BS: 8 dBi       UE: 0 dBi per element

	Noise Figure
	BS: 5 dB, UE: 9 dB

	gNB Max Power
	44 dBm per 20 MHz
	49 dBm per 20 MHz
	24 dBm per 20 MHz

	UE Max Power
	23 dBm

	Doppler
	3 Kmph

	TDD Config
	DDDSU (S: 1 PDCCH, 9 PDSCH, 2 guard, 1 PUCCH, 1 SRS)

	Scheduler
	{SU-MIMO, MU-MIMO} Proportional Fair 

	Guard Band Overhead
	2.08% (272 RBs in 100 MHz)

	Channel Estimation
	Realistic

	Downlink Traffic Model
	Packet size: Truncated Gaussian 
Mean = Avg. Data Rate / Frames Per Second; 
STD, Max, Min = 10.5%, 150%, 50% of Mean
Jitter: Truncated Gaussian
Mean: 0 ms; STD 2 ms; Range [-4, 4] ms

	Uplink Traffic Model
	CG/VR Pose/Control: 100 bytes every 4 ms, PDB 10 ms
AR (1-stream): Truncated Gaussian Model (same as DL), 10 Mbps, PDB 30 ms, no jitter
AR (2-stream): Stream 1: Same as CG/VR pose/control
Stream 2: Truncated Gaussian Model (same as DL), 10 Mbps, PDB 30 ms, no jitter



In the results below, we use the following definition for a UE being satisfied: 
A UE is declared a satisfied UE if more than 99% of packets are successfully delivered within a given air interface PDB. 
Baseline Evaluations
Downlink Baseline capacity results
Figure 1 shows the satisfied UE ratio (i.e., the fraction of UEs that are satisfied), as a function of the number of UEs per cell for several traffic model parameters under the dense urban layout:
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[bookmark: _Ref68193174]Figure 1: Satisfied UE ratio vs. # UEs/cell: Dense Urban (FR1)

Figure 2 shows the satisfied UE ratio as a function of the number of UEs per cell for several traffic model parameters under the urban macro layout:
[image: ]
[bookmark: _Ref68193176]Figure 2: Satisfied UE ratio vs. # UEs/cell: Urban Macro (FR1)

Figure 3 shows the satisfied UE ratio as a function of the number of UEs per cell for several traffic model parameters under the indoor hotspot layout:
[image: ]
[bookmark: _Ref68193179]Figure 3: Satisfied UE ratio vs. # UEs/cell: Indoor Hotspot (FR1)

Figure 4 shows complementary results for CG 8 Mbps, for Dense Urban and Indoor Hotspot scenario with MU-MIMO scheduling.
[image: ]
[bookmark: _Ref78988216]Figure 4: Complementary results for CG 8Mbps, dense urban and indoor hotspot (MU-MIMO)


Uplink pose update
Figure 5 shows the satisfied UE ratio as a function of the number of UEs per cell for the agreed uplink pose update traffic model parameters (packet size of 100 Bytes, arrival interval of 4ms, PDB = 10ms) under different layouts for MU-MIMO.
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[bookmark: _Ref68589992][bookmark: _Ref79004900][bookmark: _Ref79004890][bookmark: _Hlk79063972]Figure 5: Uplink pose update results MU-MIMO (FR1)
Under given simulation assumptions, the system can support up to 240 UEs per cell without dropping under the 90% satisfied UEs target. It is to be noted that these results do not model PDCCH capacity. Aspects related to PDCCH capacity are further discussed in [3].
Figure 6 shows the capacity for the same parameters, but with SU-MIMO. Without spatial multiplexing, the capacity is decreased but remains high.
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[bookmark: _Ref79064004][bookmark: _Ref79063997]Figure 6: Uplink pose update results SU-MIMO (FR1)

Uplink AR: 1-stream case
Figure 7 shows the satisfied UE ratio as a function of the number of UEs per cell for AR 1-stream case. This stream consists of files transmitted 60 times per second. Their size is randomly distributed, following a truncated Gaussian model. The overall throughput for this stream is 10Mbps, the PDB is 30ms and there is no jitter.
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[bookmark: _Ref78986438][bookmark: _Ref79004961]Figure 7: Uplink AR one-stream results MU-MIMO (FR1)
Results show that the system can support up to 7 UEs per cell for Dense Urban and Indoor Hotspot. For Urban Macro, the 90% satisfied UEs target cannot be reached whatever the number of UEs per cell.

Uplink AR: 2-stream case
Figure 8 shows the performance of uplink AR two-stream case under indoor hotspot / dense urban / urban macro layouts. Traffic properties: Stream 1 is the pose/control traffic (100 Bytes every 4ms, PDB = 10ms), and Stream 2 is the scene traffic (Truncated Gaussian Model, 10Mbps, PDB = 30ms, 60 frames per second, no jitter). It is to be noted that, compared to the single-stream evaluation, the criterion of satisfied UE becomes that both streams should achieve more than 99% completion rate. 
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[bookmark: _Ref78986406][bookmark: _Ref79078901]Figure 8: Uplink AR two-stream results MU-MIMO (FR1)
Up to 3 UEs per cell can be served for Dense Urban and Indoor Hotspot scenarios. For Urban Macro, the 90% satisfied UEs target is never reached.
Potential Enhancements
Impact of delay-aware scheduler       
Next, we compare the XR performance for two types of schedulers: proportional-fair scheduling and delay-aware scheduling. The delay-aware scheduler improves upon the proportional-fair scheduler by incorporating knowledge of the delay experienced by the packets to prioritize users that are approaching the deadline. The results show that this approach increases the capacity and results in a larger percentage of satisfied UEs. 
Figure 9 shows the impact of using a delay-aware scheduler on the XR capacity for the VR/AR 45 Mbps case on Dense Urban layout:
[image: ]
[bookmark: _Ref79064322]Figure 9: Impact of delay-aware scheduler: VR/AR-45 Mbps Dense Urban

Figure 10 shows the impact of using a delay-aware scheduler on the XR capacity for the VR/AR 30 Mbps case on Dense Urban layout:
[image: ]
[bookmark: _Ref68248496][bookmark: _Ref79064308]Figure 10: Impact of delay-aware scheduler: VR/AR-30 Mbps Dense Urban

Figure 11 shows the impact of using a delay-aware scheduler on the XR capacity for the VR/AR 45 Mbps case on Indoor Hotspot layout:
[image: ]
[bookmark: _Ref79066208]Figure 11: Impact of delay-aware scheduler: VR/AR-45 Mbps Indoor Hotspot

Figure 12 shows the impact of using a delay-aware scheduler on the XR capacity for the VR/AR 30 Mbps case on Indoor Hotspot layout:
[image: ]
[bookmark: _Ref79066217]Figure 12: Impact of delay-aware scheduler: VR/AR-30 Mbps Indoor Hotspot

Observation 1: Delay-aware scheduling could increase XR capacity.

Impact of traffic offset staggering
In this section, we present results that illustrate the impact of traffic offset among different UEs. Figure 13 corresponds to a single cell simulation with SU-MIMO scheduling. Compared to the case when all the UEs are synchronized in terms of packet arrival offset, the capacity improves when the arrival offsets are random across UEs. The capacity could further improve when the arrival offsets are equally staggered across connected UEs within one period. 
[image: ]
[bookmark: _Ref68590029][bookmark: _Ref79064425]Figure 13: Impact of traffic offset staggering across UEs: VR/AR-45 Mbps

Observation 2: Appropriate staggering across UEs within one cell could increase XR capacity.

Interference coordination
Considering the tight delay budget and high throughput requirements of XR applications, inter-cell interference, especially fluctuations in such interference, can significantly impact XR capacity. The reason is that such effects can make it difficult to predict the SINR and select appropriate MCS. Therefore, we expect that the performance of XR users may be improved through coordination among gNBs to reduce inter-cell interference at the XR UEs. 
[bookmark: _Hlk68518202]The following result shows an example of such improvement in a 3 UE/cell layout. Inter-cell interference coordination was simulated as follows. First, pairs of UEs associated to adjacent cells were identified such that when the serving cell of the first UE beamforms towards that UE, the second UE experiences high interference. Next, such pairs of UEs were assigned orthogonal time-frequency resources to avoid interference. Such coordination improves the completion rate of such UEs and enables the UEs to be satisfied in terms of the completion rate exceeding the 99% target. Table 1 shows some examples of improvement in the packet completion rate of some UEs observed in the study.
[bookmark: _Ref68511436]Table 1: Impact of inter-cell interference coordination: Examples of improvement
	Packet Completion Rate (%)
Without interference coordination
	Packet Completion Rate (%)
With interference coordination

	98.8%
	99.5%

	97.6%
	99.9%

	99.2%
	99.9%

	98.2%
	99.0%

	97.4%
	100.0%

	94.7%
	95.3%



Overall, the percentage of satisfied UEs in this layout improved from 88.9% to 93.6% due to interference coordination.
Observation 3: Inter-cell interference coordination among different gNBs could increase XR capacity.

Power Results
In this section, we provide the evaluation results for UE power consumption.
Simulation Assumptions
The basic simulation assumptions are the same as ones used for capacity evaluation. Following additional assumptions were made for power evaluation.
· DL and UL are simulated together.
· For UL traffic of AR, only pose information is considered.
· # of UE’s simulated = 3 for all power results.
· TDD slot format: DDDSU
· SRS is sent in every S and U slots.
· Antenna configuration: 2T4R
· UL power control 
· Pathloss based open loop power control is assumed.
· S slot power model
· PDCCH+SRS
· Use PDCCH monitoring power
· Use the same value for all tx power
· PDCCH+PDSCH+SRS 
· Use PDCCH+PDSCH power
· Use the same value for all tx power.
· PDCCH+PUCCH+SRS
· Use the sum of PDCCH power and SRS (0dBm) power
· Use the same value for all tx power
· PDCCH+PDSCH+PUCCH+SRS
· Use the sum of PDCCH+PDSCH and SRS(0dBm)
· Use the same value for all tx power.

· DL initial BLER target = 10%
· UL initial BLER target = 1%
· Note that the Satisfied UE% computed in following evaluation is for joint DL+UL.

Baseline Performance Evaluation
Impact of Tx Power/Pathloss on Power
In this section, we provide general evaluation results which can help understanding the UE power consumption in system level.
Tx Power Distribution
Figure 14 shows the tx power distribution for DU, UMa, and InH. For DU with ISD=200m, tx power ranges from -20dBm to 23dBm. In UMa, due to the large ISD of 500m, approximately half of UEs transmit with maximum tx power of 23dBm. The set of UE with max transmit power is shown as clustered “x” marks in later figures. For InH, due to the short ISD in indoor environment, the largest tx power is still quite low < 0dBm. Due to this low tx power, the contribution of UL tx power to overall UE power contribution is lower than other deployment scenarios. 
Observation 4: About 50% of UEs in UMa transmit with max tx power.
[image: ]
[bookmark: _Ref68429590][bookmark: _Ref79064462][bookmark: _Ref68429525]Figure 14 Tx Power Distributions for DU, UMa, and InH

Tx Power vs Pathloss
Figure 15 is the scatter plots for UE tx power vs pathloss. The open loop power control is assumed in determining tx power. Up to 120dB of pathloss, tx power increases linearly in dBm. Beyond 120dB of pathloss, tx power reaches its max power of 23dBm and saturated. For InH case, tx power is less than 0dBm for most of cases.
Observation 5: Tx power is saturated beyond 120dB of pathloss.
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[bookmark: _Ref68429600][bookmark: _Ref79064489]Figure 15 Tx power vs pathloss for DU, UMa, and InH

Power Consumption vs Pathloss
Figure 16 shows the scatter plot of UEs’ power consumption vs pathloss. A black mark corresponds to the total power consumption of a UE, which is the sum of DL power(blue) and UL power(red). 
As shown here, for all three scenarios, UEs with higher pathloss have higher DL power consumption due to increased transfer time. The UL power contribution is saturated at 120dB pathloss point. It stays flat and increases beyond 135dB. Between 120dB and 130dB, it seems that the max tx power can provide required SNR for decoding and thus no retx is required given that UL power contribution is flat. But, beyond 135dBm, it starts to increase due to increased UL retx.
Note that in DU and InH, the DL power contribution is larger for most cases. However, in UMa, due to higher tx power, UL power contribution is large for UEs beyond a certain pathloss point (~115dB).
Observation 6: In general, UEs with higher pathloss have higher power consumption than that UEs with lower pathloss.
Observation 7: If a UE transmits with its max tx power, its UL power contribution could be larger than its DL power contribution.
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[bookmark: _Ref68429606][bookmark: _Ref79064506]Figure 16 UE power consumption vs pathloss for AlwaysOn scheme for DU, UMa, and InH

The Impact of DL Spectral Efficiency/File Transfer Time on Power
Power Consumption vs Spectral Efficiency
Figure 17 shows the UE power consumption vs DL spectral efficiency. There is stronger correlation between the DL power and average spectral efficiency. The higher spectral efficiency is directly translated to shorter number of transport block transmissions and packet transfer time (will be shown in Figure 18). 
Observation 8: Average DL spectral efficiency a good indicator for DL power consumption.
[image: ]
[bookmark: _Ref68429613][bookmark: _Ref79064526]Figure 17 UE power consumption vs spectral efficiency for AlwaysOn scheme for DU, UMa, and InH

Power Consumption vs Mean DL Packet Transfer Time
Figure 18 shows the relation between power consumption and mean packet (or a frame with multiple transport blocks) transfer time. There is almost linear relation between DL power and mean packet transfer time. This indicates reducing packet transfer time could directly reduce DL power contribution. It is also shown that UEs with longer file transfer time (mostly cell edge UEs) tend to have larger UL power.
Observation 9: DL power contribution is proportional to average packet transfer time.
[image: ]
[bookmark: _Ref68429618][bookmark: _Ref79064545]Figure 18 Power consumption vs mean DL packet transfer time for AlwaysOn scheme for DU, UMa, and InH

Tradeoff of Capacity and Power
Figure 19 shows the tradeoff relation between % of DL satisfied UE and power saving gain for various configurations of power saving schemes to support VR with 45Mbps/60Fps. In this plot, AlwaysOn(baseline), R15/16 CDRX (red) and enhanced version of CDRX were evaluated.
· AlwaysOn (baseline) gives ratio of satisfied UE=0.85 and, by definition, 0% of power saving gain. 
· The R15/16 CDRX (red) with various CDRX parameters were evaluated. The triplets of numbers (CDRX cycle, Inactivity timer, On duration timer) we noted next to each data point. Note that R15/16 CDRX periodicity may not necessarily match with VR video frame periodicity which is 16.67ms in this case. Due to this mismatching issue, the ratio of satisfied UEs falls quickly as power saving gain increases.
· Genie (magenta) is a hypothetical power saving scheme where it is assumed that UE can sleep in the slots where there is no actual data reception / transmission. By construction, it has the same ratio of satisfied UEs as AlwaysOn but non-zero (high) power saving gain.
In CDRX, choosing aggressive (or shorter) inactivity timer and on-duration timer may help increasing power saving, but, at the same time, it increases the chance of missing DL traffic arrival which increases delay and could eventually decrease the ratio of satisfied UEs. 
Observation 10: There is tradeoff relation between power saving gain and ratio of satisfied UEs per cell. 
The tradeoff relation also indicates that comparison of power saving schemes in system level needs to be carefully done. The higher power saving gain could be potentially achieved with sacrifice of satisfied UEs. Thus, the impact to satisfied UEs should be considered for fair comparison. 
Observation 11: Power saving gain and ratio of DL+UL satisfied UEs should be considered together in comparison among different power saving schemes.
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[bookmark: _Ref68429624][bookmark: _Ref79064566]Figure 19 Tradeoff between # of DL+UL satisfied UEs vs power saving gain for R15/16 CDRX (red) for VR 30Mbps, 60Fps, JitterStd=2ms, #UE/cell=11, initial UL BLER target = 1%. The dotted are fitted curves.

Impact of 1st UL BLER target 
In this section, we provide the power evaluation showing the impact of different initial UL BLER target. In joint DL and UL evaluation, the UL traffic arrives every 4ms and needs to be transmitted with PDB=10ms. This is quite challenging requirement given that we have very limited UL slots in a TDD frame structure. In DDDSU, we have only one uplink slot where pose can be transmitted. This means that there are only 4 chances of UL slots during 10ms duration. If initial UL transmission fails, then, retransmission needs to be performed. If retransmissions cannot be finished within 10ms, then, the packet cannot meet PDB and counted as failure. For this reason, we see significant loss in % of satisfied Ues for 10% BLER case. This can be addressed by reducing initial BLER target to 1%. The conservative choice of MCS could increase the UL tx success rate significantly. Due to reduced number of tx, power consumption also reduces. This is shown in Figure 20.
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[bookmark: _Ref79614799]Figure 20 Power consumption and DL+UL satisfied Ues for initial BLER = 10% and 1%.
Observation 12: Supporting UL traffic with cdrx is quite challenging due to frequent UL transmission.

Baseline Power Performance
VR: 30Mbps/60Fps/PDB10ms/JitterStd=2ms
Figure 21 shows the distribution of UE power consumption for VR in three deployment scenarios DU, InH, and UMa.
[image: Chart
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[bookmark: _Ref79173758]Figure 21 UE Power consumption of AlwaysOn in DU(#UE=11), InH(#UE=8), and UMa(#UE=4) in capacity regime.

Observation 13: Higher UE power consumption is expected for UMa scenario with higher UL tx power.

The Figure 22, Figure 23, and Figure 24 show the UE power saving gain (PSG) for VR30 in DU, InH, and UMa respectively. The power saving gain were measured in capacity regime, i.e., with the maximum number of UEs with % of DL satisfied UE is ~ 90%. 
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[bookmark: _Ref68429642][bookmark: _Ref79066335][bookmark: _Ref79068629]Figure 22 UE PSG distribution and mean values of PSG for VR30 in DU. 
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[bookmark: _Ref79068701]Figure 23 UE PSG distribution and mean values of PSG for VR30 in InH. 

[image: Chart

Description automatically generated] [image: Chart, bar chart

Description automatically generated]
[bookmark: _Ref79068708]Figure 24 UE PSG distribution and mean values of PSG for VR30 in UMa. 

Observation 14: Current R15/16 CDRX scheme can provide limited power saving gain for XR in the range of 5~13%.
Observation 15: The large room for further improvement in power saving is identified by Genie scheme.

CG: 30Mbps/60Fps/PDB15ms/JitterStd=2ms
Figure 25, Figure 26, and Figure 27 show the case of CG30 in DU, InH and UMa. The general trend is the similar as other applications. All DRX configurations of 8/6/4, 8/4/6, and 8/6/6 (in Cycle, IAT, ODT) provides power saving gain in the range of 5-12%.
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[bookmark: _Ref68429653][bookmark: _Ref79066351]Figure 25 UE Power consumption distribution for CG30 for DU 
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[bookmark: _Ref79070919]Figure 26 UE Power consumption distribution for CG30 for InH 
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[bookmark: _Ref79070927]Figure 27  UE Power consumption distribution for CG30 for UMa 
 
AR: 30Mbps/60Fps/PDB10ms/JitterStd=2ms
Figure 28, and Figure 29 shows the power saving gain distribution for DU and InH respectively.
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[bookmark: _Ref68429662][bookmark: _Ref79066368]Figure 28 UE PSG distribution for AR30 in DU 
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[bookmark: _Ref79071300]Figure 29 UE PSG distribution for AR30 in InH 

Impact of Frame Rate on UE Power Consumption
In this section, the impact of frame rate on UE power consumption is shown. We evaluate VR30Mbps for two different frame rates of 60Fps and 120Fps. For 120Fps, the packet size is reduced by half instead of having two times of frame rates.
AlwaysOn
Figure 30 shows the power consumption and power saving gain of AlwaysOn case. It is shown that increasing frame rate increases UE power consumption. This is mainly because higher frame rate may require larger number of TB transmissions. For example, three TBs can be transmitted for one frame in 60Fps. But, in 120fps, two times of two TBs could be required to send the same amount of data. This can be also explained by the fact that DL power consumption is composed of two parts: first portion to support infra for data reception and a second portion which is increasing with data rate (processing). If UE receives data two times in different time occasions, then base power cost (first portion) is doubled.
Observation 16: Higher framerates requires higher UE power consumption for the same bit rate.
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[bookmark: _Ref68429678][bookmark: _Ref79066384]Figure 30 Impact of Frame rates on UE power consumption for DU, UMa, InH for AlwaysOn scheme for DU

R15/16 CDRX 8/6/6
Figure 31 shows the power distribution for R15/16 CDRX. Compared to AlwaysOn case, it is observed that the absolute power number is reduced. Same trend is observed.
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[bookmark: _Ref68429720][bookmark: _Ref79066400]Figure 31 Impact of frame rates on UE power consumption for CDRX(8/6/6) scheme in DU

Impact of Bit Rates on UE Power Consumption
In this section, we provide evaluation results to study the impact of bit rates on UE power consumption.
AlwaysOn
Figure 32 shows the power distribution of AlwaysOn for different bit rates: 30/45/60Mbps were compared. The higher bit rate requires higher power consumption. High bit rate requires longer packet transfer time and higher power consumption as shown in Figure 18. Another thing to note here is that the gap between Genie and 30Mbps in low power consumption vs high power consumption regime. In lower power consumption regime gap is much larger. This indicates that there is high opportunity for power saving cell center UEs. The cell edge UEs consuming larger power need anyway larger power to receive data, thus there is not much power saving gain expected. 
Observation 17: Higher bit rates requires higher power consumption.
Observation 18: Higher power saving gain is expected for cell center UEs than cell edge UEs.
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[bookmark: _Ref68429726][bookmark: _Ref79066415]Figure 32 Impact of bit rates on UE power consumption for AwalysOn scheme in DU, UMa, and InH

R15/16 CDRX 8/6/6
Figure 33 shows the R15/16 CDRX case. The trend is the same as AlwaysOn. Even with R15/16 CDRX(8/6/6), a plenty of gap between Genie and 30Mbps is observed.
Observation 19: There is large gap between Genie and R15/16 CDRX(8/6/6) for 30Mbps.
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[bookmark: _Ref68429734][bookmark: _Ref79066432]Figure 33 Impact of bit rates on UE power consumption for R15/16 CDRX(8/6/6) scheme in DU

Impact of Pose Periodicity on UE Power Consumption 
In this section, we provide evaluation results for different pose periodicities: 4ms, 8ms, and 16.67ms. UL pose periodicity is controlled by upper layer application software and its rate could be potentially reduced DL frame rate in theory. This is because that typically only the most recent pose information is used for the generation of a frame. Additional stale pose information could be also used for motion prediction in Edge server, however, the latest one is most important for current frame rendering. The lost pose information could be either interpolated or predicted. Thus, with such advanced scheme, one can assume pose tx periodicity larger than 4ms – up to DL frame periodicity.
AlwaysOn
Figure 34 shows power distribution for different pose periodicities. As expected, shorter periodicity requires higher UE power consumption than larger periodicity due to increased transmission activities.
Observation 20: Shorter pose transmission periodicity require UE be awake longer and consumes high power.
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[bookmark: _Ref68429745][bookmark: _Ref79066450]Figure 34 Impact of pose periodicity on UE power consumption and PSG for AlwaysOn in DU

Figure 35 shows the breakdown of average power consumption of bottom 10% (left) and top 10% (right) UEs in spectral efficiency which corresponds to cell edge and cell center case respectively. For cell edge UEs(left), as shown here, about 50% of power is contributed from UL activities such as SRS, PUCCH(ACK/NACK), and PUSCH. The increase of pose tx periodicity from 4ms to 16.67ms could effectively reduce the UL power contributions from PUSCH tx. For cell center UEs (right), the UL portion is relatively smaller than DL, thus improvement is also small.
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[bookmark: _Ref68429755][bookmark: _Ref79066461]Figure 35 UE power consumption breakdown of cell edge UEs(left) and cell center UEs(right) for different pose periodicity(4/8/16.67ms) for AlwaysOn in DU

R15/16 CDRX 8/6/6
Figure 36 shows the R15/16 CDRX performance for difference pose periodicity. The overall power consumption is lower than AlwaysOn case.
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[bookmark: _Ref68429766][bookmark: _Ref79066473]Figure 36  Impact of pose periodicity on UE power consumption for R15/16 CDRX(8/6/6) in DU

Figure 37 shows the power breakdown for R15/16 CDRX case.
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[bookmark: _Ref68429787][bookmark: _Ref79066484]Figure 37 UE power consumption breakdown for different pose periodicity(4/8/16.67ms) for R15/16 CDRX(8/6/6) in DU

Potential Enhancements
Performance of Enhanced CDRX Mechanism without Jitter

Figure 38 shows the power consumption and power saving gain of eCDRX, of which details are provide in our companion paper [2]. The eCDRX allows larger power saving gain in general than CDRX with moderate capacity loss.
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[bookmark: _Ref79162331]	Figure 38 Power consumption and power saving gain of eCDRX in DU

Figure 39 shows the mean power saving gain of CDRX and eCDRX.
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[bookmark: _Ref79162677]Figure 39 Mean PSG in DU

Impact of Jitter on UE Power Consumption
In this section, we provide evaluation results for the potential impact of jitter.
AlwaysOn/CDRX/eCDRX
Figure 40 shows the power distribution for AlwaysOn (DrxCfg_disabled) and R15/16 CDRX(8/6/6) for different values of jitter standard deviation in DU scenario. The results for 0/2ms of jitter standard deviations were provided. For AlwaysOn case, the power performance is not much affected by jitter. This is mainly because UE is awake already and since the jitter does not increase/decrease packet size, the expected power consumption is the same. For CDRX(8/6/6), we have the same results. In this case, the CDRX periodicity does not match with frame periodicity anyway, thus, adding additional jitters have no additional impact from power perspective. For eCDRX, we see that the power consumption increases and % of satisfied UE decreases due to mismatch between traffic arrival and On duration.
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[bookmark: _Ref68446312][bookmark: _Ref79066496]Figure 40 Distribution of UE power consumption for AlwaysOn (labeled as DrxCfg_disabled)  and R15/16 eCDRX(8/6/6) in right for VR 30Mbps/60Fps/DU

Enhanced CDRX (eCDRX) with extended On duration
eCDRX address the tempo problem but it is affected to jitter especially when short On-duration is configured. The Figure 41 shows the impact of jitter for eCDRX for VR 30Mbps/60Fps.
· Baseline eCDRX
· The curve (1) dotted black corresponds to the baseline (eCDRX inactivity timer IAT=4ms, On duration timer ODT = 4ms) without jitter. eCDRX is configured such that its On-durations are matching with traffic arrival timing by offset modifications. Due to the absence of mismatching, short ODT can be used which is helpful for power saving.
· The satisfied UE ratio (%UE) for this case is 0.96753. 
· We will see how jitter affects the %UE and power consumption.
· Addition of jitter w/ std = 2ms
· The curve (2) dashed green corresponds to the eCDRX for DL traffic arrival with jitter of std=2ms. As shown here the satisfied UE ratio has dropped significantly to 0.14459.
· This is because the randomness of DL traffic arrival makes misalignment between DL arrival timing and On duration of eCDRX. The benefit of using short On-duration of eCDRX in an environment w/o jitter is now gone.
· Increased On durations to recover satisfied UE ratio
· If On duration is increased, it can cover late arrival due to jitter. If they are not covered, they have to be delayed to next On-duration, eventually violating PDB, and leading to low %UE.
· The curve (3) green (-) has increased on duration timer (ODT) = 6ms, but it gives %UE=0.4649.
· The curve (4) green (:) has increased ODT = 8ms, but it gives %UE=0.69957.
· The change of offset to cover early DL arrival than expected time
· Extending On duration earlier than expected time (or having negative drx-offset) would be also helpful in decreasing latency, but this may require increased ODT to cover jitter duration.
· The curve (5) magenta (-) has negative drx-offset of -2ms w.r.t expected traffic arrival timing with increased ODT =10ms. It gives %UE=0.84848.
· Note that power consumption increases along each step from (2) to (6), yet still %UE is less than that of (1).
· To further increase %UE, the curve (6) magenta (--) uses offset= - 4ms with ODT=12ms.
· To further increase %UE, the curve (7) magenta (:) uses offset= - 4ms with ODT=14ms. Finally, the %UE approached to that of baseline (1). The power consumption required to handle jitter is significant. The power consumption of (8) is the AlwaysOn case with jitter.
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[bookmark: _Ref79643615]Figure 41 The power distribution for eCDRX w/o and w/ jitter, different On duration values from 4ms to 14ms. Fast/dense WUS could reduce power consumption without sacrificing satisfied UE ratio. The satisfied UE is DL only.
In the Figure 41, we showed the DL satisfied UE only since eCDRx is a technique fundamentally trying to match DL traffic arrival with DRX start time. Note that the final satisfied UE rate could be bottlenecked by UL satisfied UE rate depending on the assumptions considered.

Fast WUS with Enhanced CDRX (eCDRX) for Jitter Handling

Continuing from previous section, we discuss the impact of fast/dense WUS to handle jitter.
· The fast/dense WUS
· In order to avoid reduce latency incurred due to early DL burst arrival, we introduce fast and dense WUS. It is fast in the sense that the gap between WUS and DRX On duration start time is 1ms. This may require baseband modem to be able to quicky turned on after WUS indication. It is dense in the sense that it is assumed that UE can continuously monitor WUS every slot. We also assumed that WUS monitoring power is negligibly small compared to sleep power. One important thing to note here is that drx offset value is no longer used here since On duration timer is triggered by WUS indication rather than based on drx start offset.
· The curve (9), and (10) correspond to the cases using fast/dense WUS with IAT=4/6 ms respectively. 
· Curve (9)/(10) with IAT=4/6 ms have satisfied UE ratio of 0.99 close to (1)-eCDRX with no jitter or (9)-AlwaysOn.
· From this sequence of comparison, we see that handling jitter while keeping the same % of satisfied UEs requires higher UE power consumption.
· This strongly motivates faster wake up signaling to wake up UE to handle random arrival while keeping latency low to meet the delay target. The results shown with WUS provides excellent power consumption performance. Check our companion paper [2] for further details. This will allow the shorter ODT and thus saving power significantly.
Observation 21: eCDRX could provide good power saving gain w/ short On-duration when there is no jitter.
Observation 22: When there is jitter, due to the lack of alignment caused by random jitter, satisfied UE ratio of eCDRX drops sharply.
Observation 23: Longer timer duration is needed to recover %UE for eCDRX, which washes out its power saving gain.
Observation 24: Fast wake up signal can effectively handle jitter; it can effectively reduce the latency incurred from early arrival and avoid unnecessary power consumption for PDCCH monitoring due to late arrival. 


FR2 Evaluations
In this Section, the downlink system capacity evaluations for XR and CG application users in Indoor Hotspot and Urban Macro deployment scenarios are presented. For the results presented here, the system capacity is defined as the maximum number of users/UEs per cell with at least 90 % of users/UEs satisfying the application requirements. These application requirements, model and traffic parameters are presented in Subsection xx. The system level simulation parameters are presented in Subsection 3.1.2. In Subsection 3.2, we present the baseline DL capacity results for XR and CG applications and also the impact of the choice of system bandwidth, application parameter such as frame rate and PDB, jitter and staggering of user’s packet arrival time. In Subsection 3.3, the UL base capacity is presented, we also present the impact of parameters as such as the TDD format. The power analysis considering Always ON, PDCCH Skipping and Cross slot scheduling schemes in Subsection 3.5. 
[bookmark: _Ref68556671]Application Model and System Parameters
[bookmark: _Ref61605060]Application Traffic Model and Requirements
For our evaluations, we use the XR traffic are based on the statistical model agreed on in meeting RAN1 meeting #104e. The major traffic parameters and requirements are summarized in Table 2.   
DL Traffic Model

[bookmark: _Ref53689133][bookmark: _Ref54358913]Table 2 DL XR Traffic Parameters
	Parameters
	Values

	Bit Rate
	45 Mbps (VR), 30 Mbps (AR, CG),  8 Mbps (CG)

	Frame Rate
	60 fps, 120 fps

	PDB
	10ms (VR and AR), 15ms (CG)

	Packet Size 
	Truncated Gaussian distribution with 
[STD, Max, Min]: [10.5,150, 50]% of mean packet size

	Packet Error Rate
	1 %



UL Traffic Model
For the UL evaluations, uplink pose information are periodic in nature and a fixed packet size. The UE transmits this pose information to the gNB. The parameters for this uplink traffic are summarized in Table 3 below.
[bookmark: _Ref61606688][bookmark: _Ref61606339][bookmark: _Hlk61611930][bookmark: _Hlk61570299][bookmark: _Hlk61440915]Table 3 UL Traffic Parameters
	Parameters
	Values

	
	 VR
	AR

	Bit Rates
	200 Kbps
	10 Mbps, 20 Mbps

	Periodicity
	4ms pose updates
	1/60fps

	PDB
	10ms
	60ms, 10ms/15ms

	Target BLER
	10%
	10%

	Packet Size
	100 bytes
	Truncated Gaussian distribution with 
[STD, Max, Min]: [10.5,150, 50]% of mean packet size

	Jitter
	No 
	Truncated Gaussian
Mean: 0 ms; STD 2 ms; Range [-4, 4] ms


[bookmark: _Ref68315305]
[bookmark: _Ref68556799]System Parameters for Evaluations
The system parameters used for the DL and UL simulations are presented in Table 4 based on FR2 parameters agreed on during the RAN1#103e and #104e meetings.
[bookmark: _Ref68586947][bookmark: _Hlk78865510]Table 4 System Parameters
	Deployment 
	Indoor Hotspot
	Dense Urban Macro 

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21cells with wraparound
ISD: 200m

	Channel Model
	 Indoor Hotspot
	UMa

	Carrier frequency
	30 GHz

	Subcarrier spacing
	120 kHz

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS noise figure
	FR2: 7 dB

	UE noise figure
	FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Scheduler 
	SU MIMO PF Scheduler 
Delay Aware Scheduler 

	Channel estimation
	Realistic


	CSI Acquisition
	Model: SRS initiates scheduling, CSI-RS is sent in an aperiodic fashion to only the scheduled UE.
CSI feedback delay = ideal (next PUCCH opportunity), CSI report periodicity = , CSI quantization = No, CSI error model  = Wishart model based error modeling, SRS periodicity = Every PUCCH slot, SRS processing delay =70symbols

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi
	3-sector antenna radiation pattern, 8 dBi

	BS Antenna Configuration
	· 2 TxRU, 
· (M, N, P, Mg, Ng; Mp, Np) =    
 (16, 8, 2,1,1;1,1)
· (dH, dV) = (0.5, 0.5)λ

	· 2 TxRU,
·  (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
· (dH, dV) = (0.5λ, 0.5λ)


	gNB Tx Power/EIRP 
	100 MHz: Tx = 24 dBm, EIRP = 50 dBm   
400 MHz: Tx = 30 dBm, EIRP = 56 dBm

	100 MHz: Tx = 41 dBm, EIRP = 70 dBm   
400 MHz: Tx = 44 dBm, EIRP = 73 dBm


	UE antenna pattern
	  UE antenna radiation pattern model 1, 5 dBi


	UE Antenna Configuration
	· (M, N, P) = (1, 4, 2), 3 panels (left, right, top), (Mp, Np) = (1,1)

	UE Tx Power/EIRP
	100 MHz: Tx = 23 dBm, EIRP = 34 dBm
400 MHz: Tx = 23 dBm, EIRP = 34 dBm

	100 MHz: Tx = 23 dBm, EIRP = 34 dBm
400 MHz: Tx = 23 dBm, EIRP = 34 dBm


	TDD Format
	DDDSU/DDDUU

	Staggering
	ON, OFF



[bookmark: _Ref68556551][bookmark: _Hlk68600194][bookmark: _Hlk68623299]DL Capacity Evaluations
[bookmark: _Hlk68287398]Impact of Application parameters
In   Figure 42 and Figure 43, we present the % of Satisfied UEs per cell versus the number of UEs per cell for XR application with 45 Mbps and 30 Mbps and PDB = 10ms. The scenarios with CG application was modelled with bit rate of 30 Mbps and 8 Mbps and PDB = 15ms. 60fps was assumed for the 4 use cases in the figures.
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[bookmark: _Ref78987463][bookmark: _Hlk68318824]Figure 42: Capacity for VR/AR/CG traffic for InH Deployment
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[bookmark: _Ref68317366][bookmark: _Ref78987467]Figure 43: Capacity for VR/AR/CG traffic for Dense Urban Deployment

As shown in Figure 42 and Figure 43 for InH and Dense Urban deployments, as the bitrate of the XR traffic increases from 30 Mbps to 45 Mbps with a PDB of 10ms, the per UE demands on the system resources increases leading to a reduction in the number of users that are satisfied.  As expected, the CG applications with bitrates of 30 Mbps and 8 Mbps, and more relaxed PDB of 15ms show improvement when compared with performance of VR/AR application with bitrates of 30 Mbps and 45 Mbps and PDB = 10ms.  Similar trends are observed for the InH and Dense Urban deployment scenarios even though the Dense Urban capacities are less than that of the InH . The Capacity results are summarized in Table 5 below.  
Note: The capacity is the number of UEs per Cell with at least 90% of the satisfied users (i.e. UEs with a packet completion rate ≥ 99% within the PDB)
[bookmark: _Ref68317564][bookmark: _Hlk68319233][bookmark: _Hlk68319397]                                    Table 5:  Downlink Capacity for InH and Dense Urban for VR/AR/CG 
	Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms  (VR)
	3
	2

	30 Mbps, PDB = 10 ms (AR)
	5.5
	5.5

	30 Mbps, PDB = 15ms  (CG)
	6
	6

	8 Mbps, PDB = 15ms (CG)
	27.5
	24



Observation 1: For both InH and Dense Urban deployment scenarios, for a given PDB, the XR DL capacity increases as the bit rate of the application decreases.
Observation 2: For both InH and Dense Urban deployment scenarios, for a given bit rate, the XR DL capacity increases as the PDB is increased.
Impact of Bandwidth 
As expected, for a given deployment scenario and bandwidth, the percentage of the UEs that satisfy the application requirement reduces as the number of users per cell increases. This is due to fact that as the number of UEs per cell increases, more UEs are sharing the available resources, consequently, increasing the transfer delay for other users or leading to some of the users not being scheduled at all. Hence, with increased cell resources through system bandwidth increase, users can finish their transmission faster which reduces the scheduling delay UEs invariably allowing the network to support more users. This improvement is observed by comparing 100 MHz and 400 MHz curves for all DL baseline VR, AR and CG scenarios illustrated in Figure 44 (InH) and Figure 45 (Dense Urban). The summary of the system capacities for both deployment scenarios is presented in Table 6 below.  
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[bookmark: _Ref68319286][bookmark: _Ref78987546]Figure 44: Capacity for VR/CG traffic for InH with Varying Bandwidths

[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref68319294][bookmark: _Ref78987559]Figure 45: Capacity for VR/CG traffic for Dense Urban with Varying Bandwidths

[bookmark: _Ref68319575][bookmark: _Hlk68207879]Table 6:  Downlink Capacity for InH and Dense Urban with Impact of Bandwidth
	[bookmark: _Hlk71301830]Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms, 100 MHz
	3
	2

	30 Mbps, PDB = 10ms, 100 MHz 
	5.5
	5.5

	30 Mbps, PDB = 15 ms, 100 MHz
	6
	6

	8 Mbps, PDB = 15ms, 100 MHz
	27.5
	24

	45 Mbps, PDB = 10ms, 400 MHz
	20.5
	19

	30 Mbps, PDB = 10ms, 400 MHz 
	26
	23.5

	30 Mbps, PDB = 15 ms, 400 MHz
	28
	25

	8 Mbps, PDB = 15ms, 400 MHz
	>30
	>30



Based on the results presented in Figure 44, Figure 45 and Table 6, the increase in bandwidth from 100 MHz to 400 MHz produces more than 4x improvement in capacity which is as a result of the increase in frequency resources as well as the frequency diversity gains derived from using a large bandwidth. 
Observation 3: For both InH and Dense Urban deployment scenarios, the XR DL capacity increases as the system bandwidth increases. 
Impact of Frame Rate 
[bookmark: _Hlk78868387][bookmark: _Hlk79114858]For a given bit rate, when the frame rate of the VR/AR/CG application is doubled, the amount of data sent in a burst is half it is original size while the data will now be sent in two bursts with a periodicity that is half its original length (i.e. periodicity). This means for a given UE, the gNB has less time to process a burst before the burst from that application arrives.  Giving the gNB less time to process a group packets, this could lead to decrease in the % of satisfied UEs, especially, in heavily loaded systems. In other cases, giving the gNB less time to process packets might increase capacity due to small packet  sizes that can be transmitted quickly, this might be more prevalently in lightly loaded system where error rate was limiting performance.  For the InH and Dense Urban deployment scenarios, in Figure 46 and Figure 47, respectively, we present the % of satisfied UEs versus number of UEs per cell with frame rates of 60 fps and 120 fps. 
[bookmark: _Ref68555324][bookmark: _Ref68624442][image: Chart, line chart
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[bookmark: _Ref78987704][bookmark: _Hlk68372616]Figure 46: Capacity for XR traffic for InH with Varying Frame Rate
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[bookmark: _Ref68555327][bookmark: _Ref78987706]Figure 47: Capacity for XR traffic for Dense Urban with Varying Frame Rate
As illustrated in the figures, for both InH and Dense Urban, when a bandwidth of 100 MHz is configured (lightly loaded scenario), increasing the frame rate from 60fps to 120 fps shows some increase in the % of satisfied users even though it is minimal. However, for bandwidth of 400 MHz (heavily loaded system), as the frame rate increases from 60 fps to 120 fps, the system capacity decreases since the number of users that the gNB can multiplex reduces. 
To provide more insight in to this results, we show CDF of the number of code blocks  transmit per VR burst for  60 fps and 120 fps for a 30 Mbps bit rate VR traffic, PDB =10ms in Figure 48  below. The results in this figure show that at a given bandwidth, there are less codeblocks/frame (i.e. code blocks/burst) as the frame rate increases. This is expected because the burst size reduces with increasing frame rate. Also, for small bandwidth (i.e. 100MHz), transferring more codeblocks/burst significantly impact performance, causing a degradation for the 60 fps case compared with 120fps. For higher bandwidth (at 400 MHz), the impact of the number of code blocks/frame is minimal, instead, since the gNB is supporting many more users, the reduced periodicity at 120 fps impacts the performance more as the network is not able to multiplex as many users compared to the scenario with 60fps. In summary, the burst size dominates performance at lower bandwidths whereas the periodicity dominates performance at higher bandwidths.       
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[bookmark: _Ref71646016][bookmark: _Ref78987757]Figure 48: CDF of Number of Codeblocks per Frame as Function of Frame Rate and Bandwidth
The impact of frame rate change as function of the bandwidth is captured in the summary of the system capacities for both deployment scenarios is presented in Table 7 below.  
[bookmark: _Ref68555612]Table 7:  Downlink Capacity for InH and Dense Urban with Impact of Frame Rate
	Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms, 100 MHz, 60fps
	3
	2

	45 Mbps, PDB = 10ms, 100 MHz, 120fps 
	3.5
	2.5

	45 Mbps, PDB = 10 ms, 400 MHz, 60fps
	20.5
	19

	45 Mbps, PDB = 10ms, 400 MHz, 120fps
	16
	15.5

	30 Mbps, PDB = 10ms, 100 MHz, 60fps
	5.5
	5.5

	30 Mbps, PDB = 10ms, 100 MHz, 120fps 
	6
	6.5

	30 Mbps, PDB = 10 ms, 400 MHz, 60fps
	26
	23.5

	30 Mbps, PDB = 10ms, 400 MHz, 120fps
	17.5
	17



[bookmark: _Hlk71481337]Observation 4: We observe that with configured bandwidth of 100 MHz increasing the frame rate produces a  minimal improvement in capacity but when the bandwidth of 400 MHz is configured, increasing the frame rate degrades capacity.   Therefore, frame rate increase should be made with bandwidth configuration in mind.
In XR RAN1 SI 105e meeting it was agreed that for “DL video stream, separate packet arrivals in time for dual-eye buffer can be optionally evaluated, based on the single stream model by doubling the packet arrival rate and reducing the packet size by a half compared to the single stream, while all other parameters (e.g., jitter, PDB) are the same as for the single stream”. 
A summary of parameters for the single stream vs. the separate packet arrival model is presented in the Table 8 below.
[bookmark: _Ref79118634]Table 8 Traffic Parameters for Dual-eye Buffer Analysis 
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[bookmark: _Hlk79116343]The capacity results for this single stream for dual eye buffer is equivalent to the 60fps frame rate curves in Figure 46 and Figure 47 while the result for the separate packet arrival for dual-eye buffer is equivalent to 120fps frame rate curves in Figure 46 and Figure 47. Comparing the single stream with the separate packet arrival configuration, we can observe from the Figures that for 100 MHz bandwidth, separate packet arrival provides minimal capacity gain if any (i.e. a gain of 0.5 UE in InH and a loss of 1.5 UE in Dense Urban as shown in Table 7). On the other hand, for 400 MHz bandwidth, the single stream dual-eye buffer configuration achieves higher capacity (i.e. a gain of 8.5 UE in InH and 5.5UE in Dense Urban as shown in Table 7). Since the capacity gain achieved by separate packet arrival at lower bandwidth is minimal but the capacity gain achieved by the single stream at larger bandwidth is high, it is advisable to use  single stream for dual-eye buffer regardless of the bandwidth configuration.   
[bookmark: _Hlk79135525]Observation 5: For both InH and Dense Urban deployment scenarios, we can observed that for 100 MHz bandwidth configuration, the separate packet arrival dual-eye buffer configuration provides minimal capacity gain if any while for 400 MHz bandwidth configuration, the single stream dual-eye buffer configuration achieves higher capacity. Therefore, it may be beneficial to use the single stream dual-eye buffer configuration regardless of the configured bandwidth.   

Impact of Jitter
[bookmark: _Hlk68242553]The VR baseline scenarios were simulated with jitter using the jitter model agreed upon in RAN1 meeting #104e. For this jitter use case, for a given UE, the packet arrival with jitter implies that the packet arrival offset at the gNB is random as dictated by the jitter model. For scenarios without jitter the packet arrival offset for a given UE is fixed. Based on the variation in the arrival of a packet at the gNB, packets may experience more delays leading to less satisfied users and ultimately, less system capacity. However, in some cases, the impact on jitter on the capacity is negligible. The curves comparing the “with jitter” and “no jitter” scenarios for the InH and Dense Urban deployment environments are shown in  Figure 49 and Figure 50, respectively. 
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[bookmark: _Ref68371376][bookmark: _Ref78987871]Figure 49: Capacity for XR traffic for InH w/o Jitter
[bookmark: _Ref68371378][image: Chart, line chart
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[bookmark: _Ref78987873]Figure 50: Capacity for XR traffic for Dense Urban w/o Jitter
From the results, we observed that jitter resulted in a degraded performance than the no jitter case, however, the loss caused by jitter was at most a loss of 0.5 UE per cell for 100 MHz bandwidth configuration and  1.5UEper cell for 400 MHz bandwidth configuration. These system capacity numbers are presented in Table 9.

[bookmark: _Ref68370976]Table 9:   Downlink Capacity for InH and Dense Urban with Impact of Jitter
	Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms, 100 MHz, Jitter
	3
	2

	45 Mbps, PDB = 10 ms, 100 MHz, No Jitter
	3.5
	2.5

	45 Mbps, PDB = 10ms, 400 MHz, Jitter
	20.5
	19

	45 Mbps, PDB = 10 ms, 400 MHz, No Jitter
	21.5
	20.5

	30 Mbps, PDB = 10ms, 100 MHz, Jitter
	5.5
	5.5

	30 Mbps, PDB = 10 ms, 100 MHz, No Jitter
	6
	5.5

	30 Mbps, PDB = 10ms, 400 MHz, Jitter
	26
	23.5

	30 Mbps, PDB = 10 ms, 400 MHz, No Jitter
	26.5
	25



Observation 6: Jitter has minimal impact on the XR system capacity for both InH and Dense Urban deployment scenarios.
Impact of TDD Configuration 
It was agreed during the RAN1 meeting #104e to evaluate FR2 capacity results using DDDSU (option 1) or the DDDUU (option 2) TDD configurations. For option 1, the detailed S slot format is 10D:2F:2U while for option 2, for there is [2]-symbol gap at the end of third “D” slot of DDDUU.  Given that DDDSU has more DL subframes compared to DDDUU, a higher DL capacity is expected with DDDSU than DDDUU. The results presented in Figure 51 and Figure 52 for the InH and Dense Urban deployment scenarios show this trend.
[image: Chart, line chart

Description automatically generated]

[bookmark: _Ref68561774][bookmark: _Ref78988088]Figure 51: Capacity for XR traffic for InH with DDDSU and DDDUU TDD Configuration
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[bookmark: _Ref68561780][bookmark: _Ref78988093]Figure 52: Capacity for XR traffic for Dense Urban with DDDSU and DDDUU TDD Configuration
[bookmark: _Hlk68562275]It is noteworthy that for both InH and Dense Urban deployments, the DDDSU achieves higher DL XR capacity than the DDDUU. This is capacity increase in larger when the configured bandwidth is 400 MHz compared to a bandwidth of 100 MHz. This trend can be observed by in the system capacities presented in Table 10 below.

[bookmark: _Ref68562194]Table 10:   Downlink Capacity for InH and Dense Urban showing Impact of TDD Configuration
	Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms, 100 MHz, DDDSU
	3
	2

	45 Mbps, PDB = 10ms, 100 MHz, DDDUU
	2
	1

	45 Mbps, PDB = 10 ms, 400 MHz, DDDSU
	20.5
	19

	45 Mbps, PDB = 10ms, 400 MHz, DDDUU
	14.5
	12

	30 Mbps, PDB = 10ms, 100 MHz, DDDSU
	5.5
	5.5

	30 Mbps, PDB = 10ms, 100 MHz, DDDUU
	3
	3

	30 Mbps, PDB = 10 ms, 400 MHz, DDDSU
	26
	23.5

	30 Mbps, PDB = 10ms, 400 MHz, DDDUU
	15.5
	15



[bookmark: _Hlk71479036]Observation 7: For both InH and Dense Urban deployments, the DDDSU achieves higher DL XR capacity than the DDDUU. This capacity increase is larger when the configured bandwidth is 400 MHz compared to a bandwidth of 100MHz.
Impact of Staggering User’s Arrival time.  
The results for staggering are discussed under the potential enhancements section (Section 3.4) below. 

[bookmark: _Ref71262763]UL Capacity Evaluations
For the UL Capacity Evaluations, we use the VR UL pose update traffic stream and the AR option 2 Video single stream model. The single stream results are presented in subsection 3.3.1 and 3.3.2, respectively. The multiple stream results are presented in Section 3.3.3.
[bookmark: _Ref71474915]Single Stream VR UL Capacity
[bookmark: _Ref71481166][bookmark: _Hlk71274110]Baseline Capacity with Impact of Bandwidth and TDD Configuration
Like the DL System capacity results, the UL System capacity also decreases as the number of UEs per cell increases. However, unlike the DL which shows appreciable capacity gains with increasing bandwidth, the UL capacity evaluations for both the InHO and Dense Urban deployment scenarios for a given TDD configuration showed little to no gain when the system bandwidth is increased from 100 MHz to 400 MHz as shown Figure 53 and Figure 54.
However, when the number of UL subframes in the TDD format is increased by going from DDDSU to DDDUU, we see significant improvement in the UL capacity. The system capacity results are summarized in Table 11 below. 
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[bookmark: _Ref71475882][bookmark: _Ref79066752][bookmark: _Hlk71263357]Figure 53: Capacity for UL VR traffic for InH Deployment Scenario
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[bookmark: _Ref71475886][bookmark: _Ref79066771]Figure 54: Capacity for VR traffic for Dense Urban Deployment Scenario
[bookmark: _Ref71476112][bookmark: _Hlk71280547]Table 11:   Uplink Capacity for InH and Dense Urban showing Impact of TDD Configuration and Bandwidth
	Scenarios
	InH
	Dense Urban

	Pose update, PDB = 10ms, 100 MHz, DDDSU
	8
	10

	Pose update, PDB = 10ms, 100 MHz, DDDUU
	23
	22

	Pose update, PDB = 10 ms, 400 MHz, DDDSU
	7
	10

	Pose update, PDB = 10ms, 400 MHz, DDDUU
	22
	22



The UL System capacity indifference to bandwidth is caused by the fact that the packet sizes of the pose updates are small (i.e. 100 bytes) and therefore, increasing the system bandwidth  from 100 MHz to 400 MHz for a given user during transmission does not improve the capacity since this packet can be comfortably sent with 100MHz. However, as shown the figures, we observe that when the number of UL subframes is increased by going from DDDSU format to DDDUU, we noticed a significant improvement in capacity (between 12-15 UEs for both InH and Dense Urban) which points to that fact that the UL capacity bottleneck is caused by the number of UL users that can be multiplexed in the system. While leveraging TDD configurations that favor UL transmissions is one solution, however, in certain cases especially with DL heavy traffic, this is not possible. Therefore, to resolve this UL capacity bottleneck, other mechanisms enable multiplexing of more users in the time, frequency or spatial domains are expected to effective in increasing the UL system capacity. These include mechanisms such as mini-slot structure, MU-MIMO, FDM and codebook enhancements.
[bookmark: _Hlk71481522]Observation 8: 
· For both InH and Dense urban, the UL VR capacity is similar for the 100 MHz and 400 MHz  due to the relatively small UL pose packet sizes. 
· By increasing the number of UL subframes in the TDD configuration from DDDSU to DDDUU, we observe a significant improvement in UL capacity indicating that the UL system capacity bottleneck is caused inability to multiplex more users in the system. 
Proposal 1:To alleviate the VR UL system capacity bottleneck, mechanisms that enable multiplexing of users in the time, frequency or spatial domain are required. These include mechanisms such as mini slot structure, MU-MIMO, FDM and codebook enhancements.

[bookmark: _Ref79124443]Impact of FDM/SDM and Mini-slot

In this section, we investigate 3 schemes that allow the gNB to multiplex more UEs in the time, frequency or spatial domains. These schemes are:   
1. Regular Slot and FDM/SDM: The gNB equally divides its bandwidth (e.g. 100MHz or 400 MHz) and N antennas into M groups (where M = 4) and services the M groups of UEs simultaneously. This scheme is analogous to MU-MIMO with non-overlapping frequency resources. It is important to note that users in a group are time-multiplexed on a slot basis. The difference between TDM and FDM/SDM scheme is shown in Figure 55 below.
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[bookmark: _Ref71482768][bookmark: _Ref79066797]Figure 55: Difference between FDM/SDM and TDM Schemes

2. Mini-slot and Full Antenna: This is the 3GPP 5G NR defined “mini-slo” feature where the gNB time multiplexes multiple users within a slot by allocating T symbols to each UE. In this analysis, T = 7 symbols which implies two users per slot are multiplexed onto an UL slot. The gNB uses all its N antennas and system bandwidth for receiving pose updates from a given user as shown in the TDM illustration in Figure 55.
3. Mini-slot and FDM/SDM: For this scheme, the gNB uses FDM/SDM scheme to support M groups of UEs simultaneously while using mini-slot to time -multiplex UEs within the same group. 
The results for these 3 schemes will be compared to the baseline pose update with PDB=10ms,  DDDSU TDD configuration and 100 MHz bandwidth scenario presented in subsection 3.3.1.1. For both InH and Dense Urban deployments, the results for this baseline scenario is labelled as “Regular slot, Full Antenna” because for a given user transmitting pose updates to the gNB, the gNB will use all its N antennas and bandwidth to receive the pose updates within a given slot as shown in the TDM illustration in Figure 55.    
The VR UL capacity comparing “Regular slot, Full Antenna” scenario to the 3 schemes discussed above for the InH and Dense Urban deployments are presented in Figure 56 and Figure 57, respectively. The capacity results are summarized in Table 12.
[image: Chart, line chart

Description automatically generated]Channel: InH, BW:100 MHz, PDB = 10 ms

[bookmark: _Ref71483961][bookmark: _Ref78989567]Figure 56: Capacity for UL VR traffic for InH Deployment Scenario 
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[bookmark: _Ref71483963][bookmark: _Ref78989571]Figure 57: Capacity for UL VR traffic for Dense Urban Deployment Scenario
[bookmark: _Ref71484259]Table 12:   Uplink Capacity for InH and Dense Urban showing Impact of FDM/SDM and Mini-Slot
	Scenarios
	InH
	Dense Urban

	Pose update, Regular slot, Full Antenna, 
	8
	10

	Pose update, Regular slot, FDM/SDM 
	15
	16

	Pose update, Mini-slot slot, Full Antenna, 
	23
	21.5

	Pose update, Mini-slot, Full Antenna 
	> 30
	>30



With the FDM/SDM and full antenna scheme which allows the gNB to support M simultaneous groups users in frequency and spatial domains per slot, we observe a capacity increase compared to  “Full antenna, regular slot” scenario of 6 to 7 UEs as a result of multiplexing more users in the frequency and spatial domain. Also, it is important to note that an M factor increase in capacity was not achieved partly due to reduction in the number of antennas used in each group which reduces the array gain. More UL capacity improvement is realized when the full antenna with mini-slot scheme is used; this scheme achieves a capacity increase compared with the baseline of of 11.5 to 15 users as result of time-multiplexing more users within a slot. The highest capacity increase (which is  >22 UEs) is achieved by combining the FDM/SDM with the mini-slot. This is a result of enabling user multiplexing in the frequency, spatial and time domains.
Observation 9: FDM-SDM, mini-slot and a combination of both are effective mechanisms for increasing the VR UL Capacity. This is because these schemes enable user multiplexing in the time, frequency, and spatial domains.

[bookmark: _Ref71474920]Single Stream AR UL Capacity
For the AR UL Capacity results for the single stream “Option 2” model agreed on in 3GPP 105e RAN WG1 meeting for the InH and Dense Urban are presented below in  Figure 58 and Figure 59 below. The capacities numbers are summarized in Table 13 below. 
Channel: InH, BW:100MHz, PDB = 60/30/15 ms
Channel: InH, BW:100/400 MHz, PDB = 30 ms
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[bookmark: _Ref71516190][bookmark: _Ref78982539][bookmark: _Hlk71515055]Figure 58: Capacity for UL AR traffic for InH Deployment Scenario a) Baseline b)Baseline with 100MHz and 400 MHz
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[bookmark: _Ref71516195]
[bookmark: _Ref78948717][bookmark: _Ref78982543]Figure 59: Capacity for UL AR traffic for Dense Deployment Scenario a) Baseline b)Baseline with 100MHz and 400 MHz
[bookmark: _Ref71516418]Table 13:   AR Uplink Capacity for InH and Dense Urban showing Impact of TDD Configuration
	Scenarios
	InH
	Dense Urban

	10 Mbps, PDB = 60ms, 100 MHz, DDDUU
	10.5
	9

	20 Mbps, PDB = 60ms, 100 MHz, DDDUU
	6
	5

	10 Mbps, PDB = 30ms, 100 MHz, DDDUU
	10
	9

	20 Mbps, PDB = 30ms, 100 MHz, DDDUU
	6
	5

	10 Mbps, PDB = 15ms, 100 MHz, DDDUU
	8
	7

	20 Mbps, PDB = 15ms, 100 MHz, DDDUU
	5
	3.5

	10 Mbps, PDB = 30 ms, 400 MHz, DDDUU
	>30
	27.5

	20 Mbps, PDB = 30ms, 400 MHz, DDDUU
	25
	16



Comparing the VR UL traffic capacities (with DDDUU configuration)  presented in Figure 58 and Figure 59 which achieved capacities 22-23 UEs  with the “option 2”AR UL traffic results, we observe that the following: 
· as expected, the “Option 2” AR UL capacity decreases with increasing data rate and decreasing PDBs.
· [bookmark: _Hlk79121307]“Option 2” AR UL capacity increases with increasing bandwidth which is the unlike VR UL traffic where the bandwidth does not make a difference.
· for 100 MHz, the “option 2” AR UL capacities are much less than VR UL traffic with pose updates while at 400 MHz, similar or higher capacities than the VR UL traffic  is observed. 

Observation 10: When compared to VR UL pose traffic, AR “option2” UL traffic achieves less capacity with bandwidth of 100 MHz but at 400 MHz, similar or higher capacity is observed.


[bookmark: _Ref79118049]Multi-Stream UL Capacity
For the multi-stream UL simulation, we simulated the UL Pose traffic with PDB = 10ms and the “option 2” UL stream for AR with data rate of 10 Mbps and PDB = 30 ms as simultaneous separate flows at the UE awaiting to be  transmitted to the gNB. For the simulations, we do not prioritize one flow over another, in other words, packets from each flow gain access to the channel based on their arrival time in the FIFO queue.  Comparisons of the single stream versus multi-stream UL capacity curves for the InH and Dense Urban deployment scenarios are presented in  Figure 60 and the capacity numbers are summarized in Table 14.
Single Versus Multi-Stream UL Capacities
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[bookmark: _Ref78949444][bookmark: _Ref78979929]Figure 60: Capacity for Multi-stream  AR 10Mbps + Pose traffic for a) InH b) Dense Urban Deployment Scenarios

[bookmark: _Ref78949464]Table 14:   Uplink Capacity for InH and Dense Urban showing Impact of Multi-Stream
	Scenarios
	InH
	Dense Urban

	Pose, PDB = 10ms, 100 MHz, DDDUU  (Single Stream)
	23
	22

	AR 10 Mbps, PDB = 30ms, 100 MHz, DDDUU (Single Stream)
	10
	9

	AR 10 Mbps, PDB = 30 ms + Pose PDB=10ms, 100 MHz, DDDUU (Single Stream)
	7
	5.5



As shown in Figure 60 and Table 14, the capacity of the multi-stream scenario (7 UEs) is much lower than of the single stream Pose traffic (23 UEs)  and single stream AR 10 Mbps traffic (10 UEs) for the InH deployment. For the Dense Urban, multi-stream capacity of 5.5 UE is achieve compared to the Pose traffic capacity of 22 UEs and AR 10Mbps flow capacity of 9 UEs. One of the reason for the lower multi-stream capacity is that the packets from the AR 10 Mbps are in general much larger than those of the pose traffic (which are just 100 Bytes) and the PDB for the pose is more restrictive (PDB =10ms) than that of the AR 10 Mbps traffic (PDB = 30ms). Therefore, when packets for the AR 10 Mbps flow arrive at the FIFO buffer awaiting transmission ahead of the pose traffic, these larger packets with more relax PDB can stall the transmission of the pose traffic which arrive later and result in missed deadlines for those pose packets. Ultimately, reducing the capacity of this multi-stream scenario.     
Observation 11: Multi-stream UL XR Capacity is less than single stream UL XR VR and AR Capacities. 
Impact of Bandwidth and Frame Format 
In this subsection, we present the multi-stream capacity curves with varying bandwidths (100 MHz and 400 MHz) and varying frame rates (DDDUU and DDDSU). The UL capacity curves for the InH and Dense Urban deployment scenarios are presented in Figure 61 and the capacity numbers are summarized in Table 15.
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[bookmark: _Ref78954230][bookmark: _Ref78979491]Figure 61: Capacity for Multi-stream AR 10Mbps + Pose traffic showing impact of  bandwidth and Frame Format in a) InH  and b) Dense Urban Deployment Scenarios
As shown in Figure 61 and Table 15,  by making less time resources available for UL transmission (going from DDDUU to DDDSU) reduces the multi-stream capacity from 7 to 3.5 UE for the 100MHz bandwidth and InH deployment scenario and 5.5 to 2 UE for the 100 MHz bandwidth and Dense urban deployment scenario.  On the other hand, by making more frequency resources available by increasing the bandwidth from 100 MHz to 400 MHz, the multi-stream capacity increased from 7 to 15.5 UEs (for DDDUU and InH configurations) and  5.5 to 10 (for DDDUU and Dense Urban configurations). This is because since the AR 10 Mbps data traffic capacity improves with increase in bandwidth as discussed in 3.3.2, this reduces the impact of the AR 10 Mbps traffic on the pose information, so we see an overall improvement in the multi-stream XR capacity.  

[bookmark: _Ref78954232][bookmark: _Hlk78876548]Table 15: Uplink Multi-stream Capacities for InH and Dense Urban showing Impact of Bandwidth and Frame Format
	Scenarios
	InH
	Dense Urban

	AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms), 100 MHz, DDDUU
	7
	5.5

	AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms), 100 MHz, DDDSU
	3.5
	2

	AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms), 400 MHz, DDDUU
	15.5
	10

	AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms), 400 MHz, DDDSU
	4.5
	4.8



Observation 12: The multistream UL XR Capacity shows higher capacity with the DDDUU frame format compared with the DDDSU frame format due to the availability of more UL resources with the DDDUU format.
Impact of Data Rate and Mini slot 
In this subsection, we present the multi-stream capacity curves with varying data rates for the AR flow and also  compare the capacity of regular slot structure with that of the mini-slot configuration. For the mini-slot configuration, we use 7 symbols. The UL capacity curves for the InH and Dense Urban deployment scenarios are presented in Figure 62 and the capacity numbers are summarized in Table 16.
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[bookmark: _Ref78979370]Figure 62: Capacity for Multi-stream AR 10Mbps + Pose traffic showing impact of  Data Rate and Mini slot a) InH  and b) Dense Urban Deployment Scenarios
[bookmark: _Ref78979412]Table 16:   Uplink Capacity for InH and Dense Urban showing Impact of Data Rate and Minislot
	Scenarios
	InH
	Dense Urban

	Regular Slot, AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms) 100 MHz, DDDUU
	7
	5.5

	Mini Slot, AR 10 Mbps (PDB = 30 ms) + Pose (PDB=10ms) 100 MHz, DDDUU
	5
	2.5

	Regular Slot, AR 20 Mbps (PDB = 30 ms) + Pose PDB=10ms, 100 MHz, DDDUU
	5
	2.5

	Mini Slot, AR 20 Mbps (PDB = 30 ms) + Pose (PDB=10ms) 100 MHz, DDDUU
	2.5
	N/A



As expected, as the AR data rate increases the demand on the resources used for communicating the AR traffic over the network increases, consequently, the network would accommodate fewer UEs. For example, as shown in  Table 16, with the regular slot structure,  the multi-stream capacity decreases from 7UE to 5UE (for InH) and 5.5UE to 2.5UE (for Dense Urban)  when the AR traffic data rate increases from 10 Mbps to 20 Mbps. Similar trends was observed when the mini-slot structure is used.   

In addition, we also observe from the results that reducing the time resources by using 7 symbol mini slot negatively impacts the capacity. This is because with reduced time resources, the large packet sizes for the AR 10/20 Mbps flow would result in a longer waiting time in the queue since require more transmission opportunities to transmit this packet. Consequently, this would increase the waiting time of pose packets that arrive after packet from the AR 10Mbps/20 Mbps traffic.  As a result, the PDB of such pose traffic flow would expire more often leading to packet losses and ultimately, decrease in capacity.  While single stream pose traffic capacity was improved by using mini-slot as discussed in Section 3.3.1.2, mini-slot decreases multi-stream capacity.

Observation 13: Increase in AR traffic data rate reduces the multi-stream capacity. 
Observation 14: While single stream pose traffic capacity was improved by using mini-slot, mini-slot decreases the multi-stream capacity.

Impact of Jitter 
Here, we investigate the impact of jitter on the multi-stream UL capacity using the “option 2” AR configuration with data rates of 10 Mbps and 20 Mbps. The capacity curves with and without jitter are presented in Figure 63 and the capacity values are summarized in Table 17.
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[bookmark: _Ref78979790]Figure 63: Capacity for Multi-stream AR 10Mbps + Pose traffic showing impact of  Jitter for a) InH  and b) Dense Urban Deployment Scenarios
[bookmark: _Ref78982739][bookmark: _Ref78982732]Table 17:   Uplink Capacity for InH and Dense Urban showing Impact of Jitter
	Scenarios
	InH
	Dense Urban

	Regular Slot, AR 10 Mbps(PDB = 30 ms) + Pose PDB=10ms, 100 MHz, DDDUU, jitter
	7
	5.5

	Regular Slot, AR 10 Mbps (PDB = 30 ms) + Pose PDB=10ms, 100 MHz, DDDUU, no jitter
	7
	5.5

	Regular Slot, AR 20 Mbps (PDB = 30 ms) + Pose PDB=10ms, 100 MHz, DDDUU, jitter
	5
	2.5

	Regular Slot, AR 20 Mbps (PDB = 30 ms) + Pose PDB=10ms, 100 MHz, DDDUU, no jitter
	5
	2.5



The results show that the multi-stream configuration with AR 10 Mbps/AR 20 Mbps + pose shows no different between scenarios with or without jitter.  
Observation 15: No difference was observed for the multi-stream capacities with and without jitter.

[bookmark: _Ref79117837]Capacity Enhancements 
[bookmark: _Ref79138446]Impact of Staggering Users’ Packet Arrival Times on DL Capacity  
When the packets from multiple UEs arrive at the same time at the gNB, this may lead to queue build up, consequently, increasing the transfer delay and reducing capacity. Therefore, staggering of the user’s packet arrival time may reduce the transfer delay invariably increasing the capacity.

To model staggered users in this evaluation, a staggering window size of 16 ms was used. This window was divided into equally spaced offsets totaling the number of users in the network. The users were ordered based on their UE ID and an offset was assigned to the users based on this ordering. These offsets were then applied to the packet arrival time at the gNB. 

As mentioned earlier, all the results presented above were with staggering of UEs. In this subsection, we investigate the impact on capacity of not staggering the UEs which implies that multiple UEs may have similar arrival time at the gNB which may result in longer wait times. The system capacities curves for the InH and Dense Urban are shown in Figure 64 and Figure 65, respectively. Note for “Staggering OFF” scenarios in the figures, the UEs’ packet arrival times are aligned, while, for the “Staggering ON” scenarios a coordinated staggering of UEs described above is applied.  
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[bookmark: _Ref79126374]Figure 64: Capacity for XR traffic for InH with and without Staggering of UEs
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[bookmark: _Ref79126381]Figure 65: Capacity for XR traffic for Dense Urban with and without Staggering of UEs  
By staggering UE packet arrival time, an increase in system capacity can be observed for both InH and Dense Urban deployment scenarios based on the summary of system capacities in Table 18.
[bookmark: _Ref79126297]Table 18:   Downlink Capacity for InH and Dense Urban with Impact of Staggering 
	Scenarios
	InH
	Dense Urban

	45 Mbps, PDB = 10ms, 100 MHz, Staggering ON
	3
	2

	45 Mbps, PDB = 10 ms, 100 MHz, Staggering OFF
	2.5
	1.8

	45 Mbps, PDB = 10ms, 400 MHz, Staggering ON
	20.5
	19

	45 Mbps, PDB = 10 ms, 400 MHz, Staggering OFF
	16
	15

	30 Mbps, PDB = 10ms, 100 MHz, Staggering ON
	5.5
	5.5

	30 Mbps, PDB = 10 ms, 100 MHz, Staggering OFF
	4.5
	4

	30 Mbps, PDB = 10ms, 400 MHz, Staggering ON
	26
	23.5

	30 Mbps, PDB = 10 ms, 400 MHz, Staggering OFF
	18
	17.5



Observation 16: Coordinated staggering of UE’s packet arrival at the gNB can increase XR capacity. This improvement is greater in larger bandwidth.  
UL Multi-stream and Delay Aware Scheduler 
For the degradation observed in the multi-stream scenarios, mechanism that prioritize the traffic/flow with lower PDB could potentially improve performance. One such solution is the Delay aware scheduler where the scheduler has the awareness of the PDB constraints of the different traffic types/flow and prioritizes the traffic accordingly. Figure 66 below show the benefits of Delay aware scheduler in two scenarios:
1. InH deployment setup with 100 MHz bandwidth 
2. Dense urban deployment setup with 400 MHz bandwidth
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[bookmark: _Ref79133059]Figure 66: Capacity for Multi-stream AR 10Mbps + Pose traffic showing impact of  Delay Aware Scheduler with 100/400 MHz bandwidth for  a) InH  and b) Dense Urban Deployment Scenarios
The capacity numbers are summarized in the Table 19 below. These results show that in increase of 1 UE in the InH and 2.5 UEs in the Dense Urban with the Delay aware scheduler compared to the Proportional fair scheduler. 
[bookmark: _Ref79133226]Table 19:  UL Multi-stream and Impact of Delay Aware Scheduler 
	Scenarios
	InH (100 MHz)
	Dense Urban (400MHz)

	Pose, PDB = 10ms, 100 MHz/400MHz, DDDUU, PF Scheduler 
	23
	22

	AR 10 Mbps, PDB = 30ms, 100 MHz/400MHz, DDDUU, PF Scheduler
	10
	27

	AR 10 Mbps, + pose,  PDB = 30ms, 100 MHz/400MHz, DDDUU, PF Scheduler
	7
	10

	AR 10 Mbps, + pose,  PDB = 30ms, 100 MHz/400MHZ, DDDUU, DA Scheduler
	8
	12.5




Observation 17: Delay aware scheduler can increase multi-stream XR UL capacity by prioritizing the transmissions of delay sensitive traffic.

[bookmark: _Ref68628703]DL Power Analysis
For power consumption evaluation and comparisons, we consider discussions for non CDRX scenarios.  It is important to note that only DL power analysis is presented.
Power Consumption for Non CDRX Scenarios
In this subsection, we evaluate  power consumption for three scenarios which are summarized in the Table:
                       Table 20:  Power Evaluation Schemes
	Cases
	Description 
	Parameters

	Baseline
	UE’s power is always on 
	· K0  = 0
· PDCCH Monitoring happens every slot

	Cross-slot scheduling
	In this case, K0 > 0, therefore, the UE can go to sleep after receiving a PDCCH and wake-up in K0 slot to receive the PDSCH. The UE can take advantage of microsleep during the same slot as PDCCH decoding.
	· K0  = 2
· PDCCH Monitoring happens every slot

	PDCCH skipping
	UE can go to sleep in slots where the UE is not receiving on the DL or transmitting on the UL. 
	· K0  = 0
· PDCCH Monitoring happens every slot

	Cross-slot scheduling +  PDCCH Skipping
	Same individual description as given above for the cross-slot scheduling + PDCCH skipping
	· K0  = 2
· PDCCH Monitoring happens every slot



Note: 
· Power consumption for each slot is modelled using the power model for FR2 for 100 MHz, presented in TR 38.840
· Only downlink power consumption is evaluated.
The CDF of the UE power consumption for the 45 Mbps, PDB=10ms DL baseline traffic for  InH and Dense Urban is presented in Figure 67 and  Figure 68 below.
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[bookmark: _Ref68622601][bookmark: _Ref79067303]Figure 67:   UE Power Consumption for InH 3UE (capacity) and 5UE per Cell Deployment Scenario
[bookmark: _Hlk71520660]Note: We present results for the InH results for 3UE per Cell which is the capacity and 5UE per cell which is higher than capacity but represents a lightly loaded system.
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[bookmark: _Ref79067329]Figure 68:   UE Power Consumption for Dense Urban 2UE(capacity) and 5UE per Cell Deployment Scenario
Note: We present results for the Dense Urban results for 2UE per Cell which is the capacity and 5UE per cell which is higher than capacity but represents a lightly loaded system.

For both deployment scenario, we observe some power saving gain compared to always on when cross-slot scheduling is switched on. This is because the UE can take advantage of microsleep during the slots where the PDCCH is decoded. When PDCCH skipping is switched on, the UE can go to sleep in all slots with no transmission or reception. The type of sleep either micro, light or deep sleep depends on how many consecutive slots with no transmission or reception. When the cross-slot scheduling is combined with the PDCCH Skipping we see some slight power savings over PDCCH Skipping only scenarios because the UE can save power in empty slots and slots with PDCCH decoding.
Observation 18:  PDCCH Skipping and Cross-slot scheduling can provide power saving gains to UEs supporting XR traffic.
The impact of a change in the number of UEs in lightly loaded system is minimal; the only noticeable impact are the longer tails of UEs with higher power consumption when the number of UEs per cell at capacity (3UE per cell for InH and 2UE per cell for Dense Urban) is compared to a number higher than capacity (5UE per cell). This is expected because at number of cells higher than capacity, the number of unsatisfied UEs increases, in lightly loaded systems, these are typically UEs with “bad channel” and require multiple transmissions for a given packet leading to higher power consumption.
Observation 19:  Minimal power consumption impact from varying the number of UEs in lightly loaded System.


Conclusions
In this contribution, we have provided initial XR performance evaluation results from capacity and power perspective for FR1 and FR2. Our observations have been captured as follows.
FR1:
Observation 1: Delay-aware scheduling could increase XR capacity.
Observation 2: Appropriate staggering across UEs within one cell could increase XR capacity.
Observation 3: Inter-cell interference coordination among different gNBs could increase XR capacity.
Observation 4: About 50% of UEs in UMa transmit with max tx power.
Observation 5: Tx power is saturated beyond 120dB of pathloss.
Observation 6: In general, UEs with higher pathloss have higher power consumption than that UEs with lower pathloss.
Observation 7: If a UE transmits with its max tx power, its UL power contribution could be larger than its DL power contribution.
Observation 8: Average DL spectral efficiency a good indicator for DL power consumption.
Observation 9: DL power contribution is proportional to average packet transfer time.
Observation 10: There is tradeoff relation between power saving gain and ratio of satisfied UEs per cell. 
Observation 11: Power saving gain and ratio of satisfied UEs should be considered together in comparison among different power saving schemes.
Observation 12 : Supporting UL traffic with cdrx is quite challenging due to frequent UL transmission.
Observation 13: Higher UE power consumption is expected for UMa scenario.
Observation 14: Current R15/16 CDRX scheme can provide limited power saving gain for XR.
Observation 15: The large room for further improvement in power saving is identified by Genie scheme.
Observation 16: Higher framerates requires higher UE power consumption for the same bit rate.
Observation 17: Higher bit rates requires higher power consumption.
Observation 18: Higher power saving gain is expected for cell center UEs than cell edge UEs.
Observation 19: There is large gap between Genie and R15/16 CDRX(8/6/6) for 30Mbps.
Observation 20: Shorter pose transmission periodicity require UE be awake longer and consumes high power.
Observation 21: eCDRX could provide good power saving gain w/ short On duration when there is no jitter.
Observation 22: When there is jitter, due to the lack of alignment caused by random jitter, satisfied UE ratio of eCDRX drops sharply.
Observation 23: Longer timer duration is needed to recover %UE for eCDRX, which washes out its power saving gain.
Observation 24: Fast wake up signal can effectively handle jitter; it can effectively reduce the latency incurred from early arrival and avoid unnecessary power consumption for PDCCH monitoring due to late arrival. 

FR2:
Observation 1: For both InH and Dense Urban deployment scenarios, for a given PDB, the XR DL capacity increases as the bit rate of the application decreases.
Observation 2: For both InH and Dense Urban deployment scenarios, for a given bit rate, the XR DL capacity increases as the PDB is increased.
Observation 3: For both InH and Dense Urban deployment scenarios, the XR DL capacity increases as the system bandwidth increases. 
Observation 4: We observe that with configured bandwidth of 100 MHz increasing the frame rate produces a  minimal improvement in capacity but when the bandwidth of 400 MHz is configured, increasing the frame rate degrades capacity.   Therefore, frame rate increase should be made with bandwidth configuration in mind.
Observation 5: For both InH and Dense Urban deployment scenarios, we can observed that for 100 MHz bandwidth configuration, the separate packet arrival dual-eye buffer configuration provides minimal capacity gain if any while for 400 MHz bandwidth configuration, the single stream dual-eye buffer configuration achieves higher capacity. Therefore, it may be beneficial to use the single stream dual-eye buffer configuration regardless of the configured bandwidth.   
Observation 6: Coordinated staggering of UE’s packet arrival at the gNB can increase XR capacity.  
Observation 7: For both InH and Dense Urban deployments, the DDDSU achieves higher DL XR capacity than the DDDUU. This capacity increase is larger when the configured bandwidth is 400 MHz compared to a bandwidth of 100MHz.
Observation 8: 
· For both InH and Dense urban, the UL VR capacity is similar for the 100 MHz and 400 MHz  due to the relatively small UL pose packet sizes. 
· By increasing the number of UL subframes in the TDD configuration from DDDSU to DDDUU, we observe a significant improvement in UL capacity indicating that the UL system capacity bottleneck is caused inability to multiplex more users in the system. 
Proposal 1:To alleviate the VR UL system capacity bottleneck, mechanisms that enable multiplexing of users in the time, frequency or spatial domain are required. These include mechanisms such as mini slot structure, MU-MIMO, FDM and codebook enhancements.
Observation 9: FDM-SDM, mini-slot and a combination of both are effective mechanisms for increasing the VR UL Capacity. This is because these schemes enable user multiplexing in the time, frequency, and spatial domains.
Observation 10: When compared to VR UL traffic, AR “option2” UL traffic achieves less capacity with bandwidth of 100 MHz but at 400 MHz, similar or higher capacity is observed.
Observation 11: Multi-stream UL XR Capacity is less than single stream UL XR VR and AR Capacities. 
Observation 12: The multi-stream UL XR Capacity shows higher capacity with the DDDUU frame format compared with the DDDSU frame format due to the availability of more UL resources with the DDDUU format.
Observation 13: Increase in AR traffic data rate reduces the multi-stream capacity. 
Observation 14: While single stream pose traffic capacity was improved by using mini-slot, mini-slot decreases the multi-stream capacity.
Observation 15: No difference was observed for the multi-stream capacities with and without jitter.
Observation 16: Coordinated staggering of UE’s packet arrival at the gNB can increase XR capacity. This improvement is greater in larger bandwidth.  
Observation 17: Delay aware scheduler can increase multi-stream XR UL capacity by prioritizing the transmissions of delay sensitive traffic.
Observation 18:  PDCCH Skipping and Cross-slot scheduling can provide power saving gains to UEs supporting XR traffic.
Observation 19:  Minimal power consumption Impact from varying the number of UEs in lightly loaded System.
Observation 20:  Decreasing the CDRX ON and Inactivity time increases power savings but could also decreases XR DL Capacity.
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