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Introduction
RAN3 has sent an LS on the support of IAB inter-donor migration support [1]. RAN3 has agreed to support inter-donor Partial Migration and is discussing whether to support the Full Migration. In this context, RAN3 definitions are
	- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU
- Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.
- Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU.


It is considered to support Full Migration through the introduction of a logical IAB-DU. During the Full Migration, the UE connected to the boundary IAB-node will hand over from a cell of one logical DU controlled by CU1 to a cell of another logical DU controlled by CU2. The two cells reside on the same physical IAB-node but on different logical DUs (e.g., DU1 and DU2), which each have a separate F1 connection to CU1 and CU2, respectively, see Figure 1.



[bookmark: _Ref78725557]Figure 1: UE handover between cells pertaining to different logical DUs connected to separate CUs.
Two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:
· Alt. 1: The two logical DUs use separate physical cell resources.
· Alt. 2: The two logical DUs use the same physical cell resources.
RAN3 asks RAN1 to provide feedback on any technical issue for the above Alt. 1 and Alt. 2.
For Alt. 2, RAN3 also has some concrete questions with respect to PCI/NCGI:
· Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?
· Q2: Is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g., a legacy UE)?
· Q3: When cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?
If new impact to the UE is identified, please also indicate in detail.
[bookmark: _Ref178064866]Discussion
For Alt. 2, if it is assumed that the second DU is sharing resources with the first DU, the second DU must be assumed not being active as long as the first DU is. This is, since either there is a resource conflict (considering having active timers and schedulers in each DU operating on the same frequency resources) or, in case of orthogonal sharing of cell resources, Alt. 2 would degrade to Alt. 1. In other words, the second DU can only become active once the first DU is switched off.
This creates immediately the question of how a UE handover from the first DU to the second DU can be performed, if the second DU does not exist yet from UE perspective. For example, what measurements that are usually required for handover can be skipped without additional UE performance impact or how to ensure there is no loss of unconfirmed PDCP packet, including re-establishment of RRC relations.
RAN3 is also discussing whether both logical DUs can have the same PCI or need different PCIs, if using the same physical cell resources (Alt. 2). Questions 2 and 3 are of RAN1 interest.
With respect to Q2, if both DUs are assumed to have the same PCI, irrespective of whether operating with separate or the same physical cell resources, it is not possible for a UE to differentiate between both DUs. It is therefore unclear how a UE can perform a HO from one PCI to the same PCI, as this case does not appear in real deployments (where different cells are distinguishable).
With respect to Q3, if both DUs are assumed to have different PCIs in Alt. 2, it is not possible for a UE to measure on the second DUs SSB (based on the second PCI), if the second DU does not transmit (since the first DU is transmitting SSBs based on the first PCI). Proper multiplexed use of beams could help in theory, but it has impact on UE performance, since some UEs could not always be provided with their SSB.
As RAN3 acknowledges that in Alt. 1 UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure, the use of separate resources and a potentially reduced efficiency is only for an intermediate and predictable time.
As discussed above, Alt. 2 as introduced by RAN3 has open questions, with technical challenges resulting in UE impact. We therefore propose that Alt. 1 is recommended to RAN3 as the feasible solution with low complexity. 
[bookmark: _Toc79178922]RAN1 to inform RAN3 that Alt. 2 is a complex solution and is, therefore, not a preferred solution.
Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to inform RAN3 that Alt. 2 is a complex solution and is, therefore, not a preferred solution.

[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref174151459][bookmark: _Ref189809556][bookmark: _Ref79074541]R1-2106420, “LS on Inter-donor migration”, RAN3, RAN1 #106-e, August 2021.
	4/4	
image1.emf
IAB-donor-

CU1

IAB-donor-

CU2

IAB-donor- 

DU1

IAB-donor-

DU2

IP network

IAB-MT

IAB-DU2

UE

F1

IAB-DU1

F1

IAB-donor-

CU1

IAB-donor-

CU2

IAB-donor- 

DU1

IAB-donor-

DU2

IP network

IAB-MT

IAB-DU2

UE

F1

IAB-DU1

F1


Microsoft_Visio_Drawing.vsdx
IAB-donor-CU1
IAB-donor-CU2
IAB-donor- DU1
IAB-donor-
DU2
IP network
IAB-MT
IAB-DU2
UE
F1
IAB-DU1
F1
IAB-donor-CU1
IAB-donor-CU2
IAB-donor- DU1
IAB-donor-
DU2
IP network
IAB-MT
IAB-DU2
UE
F1
IAB-DU1
F1



