Page 1

3GPP TSG RAN WG1 #106-e			                                                                 R1- 2107694
e-Meeting, August 16th – 27th, 2021

Agenda Item:		8.14.3
Source:				AT&T
Title:					XR Initial Performance Results
Document for:	Discussion
Introduction
A Study Item on XR evaluations for NR has been approved in RAN meeting #88e [1] with the following objectives:  
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.
The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)
The objective of this study item are as follows:
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 

In this contribution, we present initial XR performance results.

XR Performance Results – Scheduler Comparison
This section presents results based on the baseline evaluation assumptions for the DL and UL XR traffic models, specifically focusing on the AR use cases and deployment scenarios outlined below:
· Scenarios: FR1 Urban Macro, FR2 Indoor Hotspot
· Traffic Type: DL Video (30Mbps/60fps)
· Number of streams: 1
· BW: 100MHz
· Scheduler: Proportional Fair (PF), Min Delay (MD)
The primary purpose of these evaluations is to compare the packet delay statistics for the different scenarios with different scheduler implementations. While system capacity is a primary metric of interest for cellular system performance, in this case the focus is on the per-user benefits for XR traffic of applying absolute delay prioritization in the scheduler, compared to a typical baseline PF approach as shown in Figure 1 below.
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Figure 1. PF vs. MD scheduling for DL XR Video traffic

From these results, it is clear that the min delay scheduler provides significant gains in the FR1 urban macro scenario but no benefit in the FR2 indoor hot spot scenario although the traffic volumes are the same. There are multiple factors for this result, with the primary factor driving this difference most likely the very large difference in coverage between the two scenarios. While the Urban Macro scenario is outdoor and coverage limited, the FR2 indoor hotspot does not have this same issue. In addition, the FR2 indoor hotspot deployment is very densely deployed and therefore has fewer users per cell which also reduces the need for inter-queue prioritization between users at the scheduler which is one of the primary challenges for resource allocation with the XR traffic model due to its strict periodic behavior. However, given that strict delay-based scheduling may not be optimal for other traffic types (e.g. eMBB), more analysis should be done on how to balance practical deployments where a mix of users and traffic types need to coexist. 
Observation 1: For the DL XR video traffic model, absolute delay prioritization schedulers out perform a baseline PF scheduler in coverage-limited outdoor FR1 deployments compared to dense indoor FR2 deployments.

Conclusion
In this contribution, we provided initial performance evaluations for XR over NR. We made the following observations:
Observation 1: For the DL XR video traffic model, absolute delay prioritization schedulers out perform a baseline PF scheduler in coverage-limited outdoor FR1 deployments compared to dense indoor FR2 deployments.
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