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[bookmark: _Hlk54270378]In RAN1#105-e the following agreements were made on the evaluation parameters in UL for different XR applications [1]:
	Agreement 
PDB value of the stream in UL AR aggregating streams of scene, video, data, and audio, i.e., Option 2, Stream 2 in Option 1, and Stream 2 in Option 3. 
· 30ms (baseline), 10/15/60ms (optional)

Agreement
When companies are submitting evaluation results to RAN1, it is recommended to submit results at least the following parameters in the below table.
· Note 1: This is only intended to have more results from more companies at least for the corresponding configuration. RAN1 agreements regarding baseline vs. optional for simulation scenarios, configurations, parameters, remain the same.  
· Note 2: Companies are encouraged to submit results for other baseline/optional configurations as much as they can. 
	
	
	Data rate 
[Mbps]
	Packet arrival rate
[fps]
	PDB
[ms]

	DL
	AR/VR
	30
	60
	10

	
	CG
	30
	60
	15

	UL
	VR/CG: Pose/control
	0.2
	250
	10

	
	AR: Option 1 (single stream model)
	10
	60
	30





This contribution discusses further aspects on the traffic types and number of streams in UL that can be applied for evaluating AR application.
UL Traffic Models for AR Applications
In this section characteristics of UL traffic for AR applications are described. We also discuss the proposals for evaluating the different number of traffic streams in UL for AR,



2.1 AR Traffic Models
AR applications can be characterized using traffic streams applicable to distributed computing or conversational architectures. In UL, the XR device (e.g. AR glasses) can send different traffic streams consisting of video/media traffic (including scene/audio/metadata) and non-video traffic (e.g. user actions, pose data, control data) to the XR server. In response, the XR server generates 2D (video) or 3D media (3D objects) along with metadata (e.g. scene description). The encoded/compressed media and metadata are delivered in DL at high data rate. The XR device then overlays 3D objects on 2D video, and renders the objects in the device display.  
For 5G Glass-type AR/MR devices, the Type 1 standalone device architecture (shown in Fig. 1), indicates that the UL traffic from the AR device can include the following streams [2]:
· Multiple coded RGB 2D video/audio (captured by camera/microphone in AR device)
· Multiple (coded) depth video (captured by AR device) 
· 6DoF data (e.g. user action and tracking information from multiple sensors)
· AR device camera vision information (e.g., augmentation surface, lighting/reflection, etc.)
· AR device 3D modelling parameters (e.g., camera poses/orientation, camera intrinsic/extrinsic parameters, etc.) for immersive media generation 
· Control/Metadata


Fig 1: Device architecture for 5G Standalone AR glasses
In essence, for AR there can be multiple traffic streams in UL originating from the different encoders used in the AR device (shown in Fig. 1). 
We have also performed evaluations on different gaming service providers and platforms to analyze the traffic characteristics of XR applications in UL. The details of the testbed and findings from the evaluations can be found in our previous contribution for the RAN1#105-e meeting [3]. From the findings, the non-video streams which are common to all XR applications are identified as follows:  
· User actions (e.g. tracking data from sensors): packet arrival rate (pkts/s) follows user actions and stops when there is no activity
· Control data (e.g. protocol flow control, keep-alive messages): 
· Reports: traffic volume is correlated with DL traffic and is independent of the user activity
· Lifecycle status: traffic volume is constant and periodic (e.g. keep-alive every 500ms)
The characteristics of the non-video traffic streams in UL are as follows: 
· User Actions
· Packet arrival: Aperiodic and correlated with user activity. Inter-packet arrival follows exponential distribution
· Packet size: Variable depending on the application (i.e. typically Gaussian distribution)
· Control Data
· Packet arrival: Periodic (e.g. 1/100Hz, 1/10Hz). Dedicated periodic flows may exist for indicating lifecycle status.
· Packet size: Variable depending on the application (i.e. typically Gaussian distribution)
The UL traffic streams are also found to be delivered using different transport protocols. The use of different transport protocols enable supporting diferentiated E2E QoS for the individual traffic streams. At the access stratum layer in RAN similar differentiated QoS can be supported with radio bearers for the different UL traffic streams per application to meet the respective QoS requirements (e.g. data rate, PDB, PER) over the air interface.
Observation 1: 	The UL traffic for AR are generally composed of video and non-video streams, where the non-video streams can consist of user action stream (e.g. . tracking data from sensors) and control data stream (e.g. protocol flow control, keep alive messages)
Since the different video and non-video traffic streams belong to the same AR application, whether application-level QoS is satisfied or not depends on whether the respective QoS of each stream is satisfied. This implies that when at least one of the traffic streams is unable to meet its QoS, then the application level QoS is considered not satisfied. The per-UE KPI for capacity agreed in the previous meetings captures the same understanding. 
When the characteristics of the different traffic streams differ significantly, the probability where at least one of the traffic stream is unable to meet QoS (e.g. PDB, PER) and therefore, contribute to low capacity can be higher. In the case of AR, where user action traffic is aperiodic and control data traffic is periodic, it can be expected that the increase in jitter in the user action stream can result in low overall capacity even when the control data steam is delivered within its PDB. As such, for evaluating the capacity performance in UL for AR, it is important to include both the user action and control streams in the evaluations. Since the periodic control stream, along with aggregated video stream, have been agreed to be included as part of the UL evaluations for AR, in light of findings related to differences in traffic characteristics and potential impacts on capacity, the inclusion of the user action stream as a third stream should be considered.   
Proposal 1: 	RAN1 uses user action traffic stream for UL evaluations of AR 
Regarding the traffic models that can be applied for evaluating the non-video streams, a comparison of the measurement results for both user action and control data streams is made with respect to existing traffic models discussed in RAN1. 
It is found that user action stream is similar to the traffic model applied for NR URLLC evaluations for AR/VR use case described in TR 38.824. For the control data stream, the traffic model discussed for UL pose/control traffic agreed during RAN1#104-bis-e [1] is suitable and can be used for evaluations of AR. 
Observation 2: 	The traffic models applied for AR/VR use cases (TR 38.824) can be used to model the user action traffic stream in UL for AR
Proposal 2: 	RAN1 uses the following traffic model for the user action traffic stream (i.e. stream 3) in UL for AR
· Packet arrival: Aperiodic with inter-packet arrival time (average) of 10ms 
· Packet size: 200 bytes 
· PDB: 4 ms
In the previous meetings, it was agreed that 2 streams for AR (aggregared video and pose/control) are used as baseline for capacity and power consumption evaluations [1]. The baseline parameters agreed for modeling the 2 streams differ significantly from each other in terms of payload size, data rate, periodicity and PDB. 
Observation 3: 	For AR, the UL traffic characteristics of aggregated video/media stream is significantly different than the pose/control stream
The average data rate of the aggregated video stream with 10Mbps is predominantly higher than that of pose/control stream with 0.2Mbps. The data rate comparison appears to indicate that the aggregated video stream is expected to be the main impacting factor on the capacity performance. However, it also important to observe that the capacity performance is highly susceptible to whether the X% and PDB requirement can be met respectively for the different streams (as per the per-UE KPI for multiple streams). This impact on capacity can be more pronounced when considering multiple streams in UL with significatly different traffic characteristics. 
In this case, an increase in latency or packet errors for the pose/control or user action streams due to possible imbalanced prioritization/multiplexing between the streams in UL, especially considering higher periodicity of the pose/control stream or aperiodic arrival of user action stream, can result in reducing the capacity achievable. In this regard, both the non-video streamsalso play an important role in impacting capacity, in spite of its relatively lower data rate. As such, it is necessary to evaluate the capacity performance for AR in UL as baseline using 3 streams, including the video and non-video streams.     
Observation 4: 	For AR, due to the per-UE KPI requiring equal importance for all streams for meeting the respective X% and PDB and pairing of different streams with significant differences in traffic characteristcis, the non-video streams (e.g. pose/control, user actions) can have major impact on the capacity achievable 
Proposal 3: 	RAN1 uses 3 traffic streams in UL for AR (i.e. aggregated video/media, pose/control and user actions) as baseline for capacity evaluations

Conclusion
In this contribution, the following observations were made on: 
Observation 1: 	The UL traffic for AR are generally composed of video and non-video streams, where the non-video streams can consist of user action stream (e.g. . tracking data from sensors) and control data stream (e.g. protocol flow control, keep alive messages)
Observation 2: 	The traffic models applied for AR/VR use cases (TR 38.824) can be used to model the user action traffic stream in UL for AR
Observation 3: 	For AR, the UL traffic characteristics of aggregated video/media stream is significantly different than the pose/control stream
Observation 4: 	For AR, due to the per-UE KPI requiring equal importance for all streams for meeting the respective X% and PDB and pairing of different streams with significant differences in traffic characteristcis, the non-video streams (e.g. pose/control, user actions) can have major impact on the capacity achievable 
Based on these observations, the following conclusions were made:
Proposal 1: 	RAN1 uses user action traffic stream for UL evaluations of AR 
Proposal 2: 	RAN1 uses the following traffic model for the user action traffic stream (i.e. stream 3) in UL for AR
· Packet arrival: Aperiodic with inter-packet arrival time (average) of 10ms 
· Packet size: 200 bytes 
· PDB: 4 ms

Proposal 3: 	RAN1 uses 3 traffic streams in UL for AR (i.e. aggregated video/media, pose/control and user actions) as baseline for capacity evaluations
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