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1	Introduction and previous meeting agreements
In this contribution, we discuss some of the details and share our views on inter-cell for mTRP. We have chosen to provide a description of the intended use case for inter-cell mTRP operation, which may simplify the understanding of our proposals.  
In RAN1#104bis-e, the following was agreed and concluded:
Agreement
· For intercell MTRP operation, 1 additional PCI different from the serving cell PCI is supported per CC
· The additional PCI is the one associated with one or more TCI states that are activated for [CSI-RS for CSI]/PDSCH/PDCCH, per CC.
· Applicable at least for non-cross carrier QCL indication
· FFS: Cross carrier scheduling QCL indication
· RAN1 to decide on the maximum number of PCIs different from the serving cell PCI per CC and/or across all CCs that can be RRC-configured for multi-DCI based inter-cell multi-TRP
· Above should be specified by reusing R15 QCL rules as concluded in RAN1#104-e

Conclusion
Configuration of CSI-RS for mobility as QCL source for intercell MTRP operation is not supported from Rel-17 specifcation point of view
Agreement
For intercell MTRP operation, downselect one or more of the following alternatives in RAN1#105-e
· Alt1: one PCI associated with one or more of activated TCI states for [PDSCH]/PDCCH can be associated with only one CORESETPoolIndex
· Alt2: one PCI associated with one or more of activated TCI states for [PDSCH]/PDCCH can be associated with more than one CORESETPoolIndex
· Alt3: one PCI associated with TCI states for [PDSCH]/PDCCH via QCL relationship without association with CORESETPoolIndex
Note: This agreement is not related to the down-selection of one of the 5 options from RAN1#104-e
Note: Above should be specified by reusing Rel-15/Rel-16 QCL rules as concluded in RAN1#104-e

[bookmark: _Ref178064866]2	Intended use case for inter-cell operation
For inter-cell mTRP operation, the typical service scenario we are envisioning is illustrated in Figure 1, where a DU is serving multiple TRPs and where each TRP has its own physical cell ID (PCI). That PCI is encoded in the PSS/SSS the TRP is broadcasting. One reason why these TRPs have different PCI is due to that an operator have already planned and deployed the NR network with one PCI per TRP and it is very cumbersome to re-plan this. Yet another reason is that it is beneficial to utilize separate PCIs to control Idle mode operation. Finally, performance and network behaviour for legacy terminals without mTRP functionality will be affected if the four TRPs in this example are re-configured with the same PCI in order to support mTRP. 
These TRPs may also be existing LTE sites which are upgraded to NR, and operators most often want to use the same cell planning for NR and LTE. Summing up, there are many reasons why inter-cell mTRP is a more realistic use of mTRP compared to intra-cell TRP deployments. 
[image: ]
[bookmark: _Ref68007983]Figure 1 The envisioned Intra-DU inter-cell multi-TRP operation. In the multi-TRP agenda item, we assume that the serving cell is maintained as PCI-1 and where PCI-2,PCI-3 and PCI-4 are cells that can be used for dedicated PDCCH/PDSCH transmissions (e.g. C-RNTI). A UE that moves to PCI-x coverage on the other hand, needs to change DU and a handover is needed. Inter-cell mTRP operation is not possible across different DUs, since HARQ and RLC are terminated in the DU.   
Since the multiple cells are connected to the same digital unit (DU), the backhaul is fast and there are possibilities for coordination benefits, such as fast TRP selection and dynamic switching between DPS and NC-JT to perform e.g. load balancing. 
[bookmark: _Toc79056523]In inter-cell mTRP, the typical deployment is where multiple (e.g. 2-32) TRP/cells are served by the same DU and thus have fast backhaul which enables dynamic switching of TRP/cells, at least for PDSCH transmissions.     

Consider Figure 1. The UE is in the cell range of PCI-1 which corresponds to the serving cell. Within PCI-1, two cells with smaller cell range are installed to boost the PCI-1 performance by dynamic switching. A UE moving to the cell edge of PCI-2 cell can receive PDCCH and PDSCH from PCI-2 cell without being hand-over to PCI-2. This is known as Scenario 1 in RAN2 discussions. 
For inter-cell operation , RAN plenary has decided to down scope inter-cell standardization in Rel.17 to Scenario 1 only, hence Scenario 2, which is the case when UE moves outside the PCI-1 area into the PCI-4 only area (even if controlled by same DU) will likely be handled in Rel.18. 
So, the work can focus on the case when the UE is always served by PCI-1 even though it can receive PDCCH and PDSCH from PCI-2, PCI-3 and PCI-4 as well.  
From RAN1 perspective, the non-serving cell (nserv-cell) (which has the additional PCI) can be any neighboring cell that has its cell coverage overlap with the serving cell, if UE can receive data from neighboring cell without performing a handover to the neighboring cell. However, the exact definition of a nserv-cell is up to RAN2. 
2.1 Scope of the multi-TRP inter-cell enhancements
The following observation is made
[bookmark: _Toc79056524]From higher layer perspective, the UE is connected to a single serving cell only. The UE is a “guest” in a non-serving cell (nserv-cell), using the transmitted SSBs in that cell only for QCL purposes. 
Since QCL is L1 functionality, and the fact that the UE receives from a nserv-cell transmission is mostly network implementation, there is no need to define higher layer functionalities such as, RRM, counters, random access procedures etc for nserv-cell. Note that this is very much how inter-cell multi-TRP operation works in LTE already where CRS and QCL of transmissions where defined for nserv-cells.  
In our view, the PDCCH and PDSCH sent from a nserv-cell are using UE specific scrambling and from this perspective, it is agnostic to the UE from which cell TRP these are transmitted. The PDCCH and PDSCH scrambling are using C-RNTI, MCS-C-RNTI, SP-CSI-RNTI or CS-RNTI as configured in the serving cell.
Furthermore, the UE will always receive control plane information (i.e. common SS and DCI 1_0) from the serving cell (serv-cell), so the transmissions from the nserv-cell can be restricted to UE specific search space only (similar to CA SCell). In this way only C-RNTI, MCS-C-RNTI, SP-CSI-RNTI or CS-RNTI based transmissions are possible from nserv-cell. 
To summarize our view on the inter-cell operation for multi-TRP:
· The UE is RRC configured a list of TCI states where some TCI states contains an SSB with an additional PCI, which is different from serving cell PCI
· Some of these TCI states contains TRS which is linked to a SSB TCI state
· There is no need to limit how many different additional PCIs that can be RRC configured (for non-activated case)
· Two to eight TCI states containing TRS are activated using MAC CE
· Among the activated TCI states, some are linked to the TCI state containing an SSB that is associated with an additional PCI
· Note that a Rel.15 UE support up to 8 activated TCI states (UE capability)
· The UE is only expected to be configured with the UE specific SS for a CORESET that this associated with a TCI state linked to additional PCI
· Hence, the common search spaces are always associated/QCL to a SSB transmitted from a TRP of the serving cell
· CSI-RS can be configured to be transmitted from any TRP, irrespectively if it is configured a TCI state associated with serving cell or additional PCI
· To be used for TRS, CSI-RS measurements, spatial relations and path loss reference. 
· PUSCH and PUCCH (i.e. including UCI) can be configured to be transmitted towards any TRP including a TRP associated with an additional PCI 
· For 15kHz subcarrier spacing case, any TRP may transmit LTE CRS (i.e. DSS is supported also for inter-cell case)
· Inter-cell DPS is supported using single DCI, without the need to configure CORESETPoolIndex, i.e. without multi-DCI/NC-JT framework
3  Expected RAN1 specification impact 
Based on the desired functionality outlined in the previous section we here discuss what remains to be addressed in RAN1. 
We strive for minimal spec impact on top of the Rel-16 NC-JT multi-DCI functionality. Basically, the only difference is that some TRPs belong to a non-serving cell, just as in LTE inter-cell CoMP.
[bookmark: _Toc79056525]Since SSB is on the top of the “QCL hierarchy”, it follows that all other dependent channels and signals can be transmitted from an non-serving-cell TRP after the non-serving-cell SSB has been configured 
Hence, with this the UE can synchronize based on TRS from nserv-cell and the UE can transmit towards nserv-cell. It can also measure on CSI-RS from nserv-cell since CSI-RS can be configured a QCL source of a SSB in a nserv-cell. Also note that SSB measurements are defined in the MB agenda item and can be used for multi-TRP purpose as well. 
The specification impact from RAN1 perspective is the following:
· (Already agreed) Any TCI state containing an SSB can be associated with an SSB with a non-serving cell PCI
· Periodicity, power and position of this SSB is configured to the UE
· (Already agreed) Rate matching around nserv-cell SSB for received PDCCH and PDSCH
· (To be discussed) Restriction related to search spaces for nserv-cells
· (To be discussed) Point A of nserv-cell issue

Looking at the list above, it seems most of the needed RAN1 agreements have been made already in this WI. 
3.1 Discussion about relation to CORESETPoolIndex
In previous meetings discussions, there seem to be views that a CORESETPoolIndex is equivalent to a “TRP”. This may have been the assumption during the discussions, but in normative RAN1 specifications, there is no notion of a TRP. Hence, the network can configure multiple CORESETs with different TCI states but with same pool index. Since TCI states are independently configured per CORESET, nothing prevents the network to transmit these from different TRPs. 
[bookmark: _Toc79056526]Specifications does not make the restriction that all CORESETs with same PoolIndex must have same TCI state, i.e. these CORESETs can be transmitted from different TRPs
Hence, statements such as “In multi-DCI, TRP differentiation is based on CORESETPoolIndex” may have been used during Rel.16 discussions, but reading what actually was specified, this is not the case and such arguments are thus not relevant for the Rel.17 discussion. 
Another misunderstanding is “only two-TRP is supported for M-TRP in Rel-16”. By reading the normative specifications, a Rel.16 UE can support 8 active TCI states per CORESETPoolIndex and in total 5 CORESETs. Each of these have individually configured TCI states, and hence, the network deployer is free to configure these active TCI states with TRS that are transmitted from individual TRPs. Nothing in specifications prevent this kind of deployment.
[bookmark: _Toc79056527]It is a common misunderstanding in RAN1 discussions that only two TRP is supported for multi-DCI multi-TRP in Rel.16.  
Keep in mind that specifications don’t mention TRPs.
Hence, we don’t see the benefit to link one of the CORESETPoolIndex to the additional PCI. The additional PCI is linked to the SSB configurations, and then whether such SSB is used for a CORESET in pool#0 or pool#1 is not relevant. The UE only need to know which SSB to use for channel tracking. If the network deployer thinks that the TCI associated with the same non-serving cell information should be associated with the same CORESETPoolIndex, this can still be realized in implementation. 
[bookmark: _Toc79056528]Associating all CORESETS with same pool index to a TCI state associated with an SSB with the additional PCI can, for proponents that thinks this is important, be achieved by implementation. 
We thus conclude
[bookmark: _Toc79134955]The additional PCI is associated with TCI states for PDSCH/PDCCH via QCL relationships and without association or relation with a CORESETPoolIndex, i.e. support Alt.3
3.2 Discussion on max number of RRC configured additional PCI
As far as we understand, an RRC configured TCI state that contains an SSB which is not activated or associated with an activated TCI state, does not consume any resources in the UE (except memory). The UE is not performing any measurements on such SSB and there is no PDSCH rate matching performed around such SSB since that SSB is “idle”. 
Whether such configured “idle” SSB is associated with serving cell PCI or additional cell PCI doesn’t matter, there is no difference in UE complexity. 
Therefore, we don’t see the need to change Rel.16 behaviour and introduce a restriction on RRC configured SSBs that are “idle” in case it is configured with an additional PCI. Each configured SSB may be configured with an independent additional PCI value.
[bookmark: _Toc79134956]Any RRC configured TCI state that contains an SSB (following Rel.16 multi-DCI specifications) can optionally be configured with an additional PCI value. How to configure this is up to RAN2. No restriction is needed on how many different additional PCI values that can be RRC configured 
The restriction due to inter-cell operation is thus only for the activated TCI states as agreed previous meeting since this do have an impact on UE complexity. 
3.3 Discussion about Point A for nserv-cell
One open issue is when receiving a CSI-RS configured for nserv-cell, e.g. TRS, or CSI-RS for CSI reporting, the  mapping of the CSI-RS are using the subcarrier 0 in common resource block 0 as reference, which is dependent on the point A configuration of the nserv-cell. Also, the DMRS sequence depends on Point A configuration. It may be so that the nserv-cell have a different point A than the serv-cell. However, we believe this is a rare case and if it happens, it can be handled by network implementation. 
[bookmark: _Toc79134957]The UE can assume that non-serving-cell use the same Point A as the serving-cell when receiving from the non-serving-cell. Hence, no specification impact is foreseen.  
3.4 Discussion about control plane and nserv-cell
Due to plenary outcome we can in Rel.17 restrict the work to that the UE is always connected to a serving cell, receives all control information and performs associated higher layer procedures using this serving cell. We don’t see a need from deployment perspective for mTRP to be able to receive signals scheduled from common search space from an nserv-cell. Hence, we propose the following relaxation for the UE to inter-cell multi-TRP operations. 
[bookmark: _Toc68618525][bookmark: _Toc68618534][bookmark: _Toc79134958]The UE is not expected to be configured a common search space to a CORESET configured with a TCI state associated directly or indirectly with an SSB having additional PCI (i.e. non-serving PCI)
4  Topics related to RAN2 work
When it comes to the association of a nserv-cell PCI to a configured SSB, the remaining details and how to optimize this is RAN2 business, there is no way RAN1 can optimize the ASN.1 specification and instruct RAN2 how to write specifications under their control. Hence, we propose to send an LS to RAN2 with our agreements, so they can start with this work. Related to this, at the last meeting, the following agreement was made
Agreement
For inter-cell MTRP operation, further discuss following options and down select in RAN1#104bis-e
· Option1: Indicate/associate non-serving cell PCI in the TCI state
· FFS other non-serving cell information
· Option2: Introduce a flag to indicate whether a TCI state/QCL information is associated with non-serving cell information or serving cell
· FFS: how the flag is linked to non-serving cell
· Option3: Explicit or implicit grouping of TCI states associated with non-serving cell information corresponding to the serving cell and the non-serving cell respectively.
· FFS: Each group is associated with a CORESETPoolIndex value.
· FFS: how to link the group of TCI states to non-serving cell.
· Option4: Re-index the non-serving cell RS, e.g., in the TCI state/QCL-Info, so that the UE can differentiate between a serving cell RS and a non-serving cell RS
· Example: serving cell RSs are indexed from #0, #1, …, #N-1, while non-serving cell RSs are re-indexed from #N, #N+1, …
· FFS: detailed re-indexing rule(s) of non-serving cell RSs 
· Option5: Introduce a new indicator (e.g., re-index the non-serving cell) to indicate the non-serving cell information that a TCI state/QCL information is associated with 
· FFS: how the indicator is linked to non-serving cell
· Note: when there is only one non-serving cell, it means the same as Option2.

We note that these options (a flag, groups, etc) is optimization of RRC signalling, which is out of scope for RAN1 work. See also the newly agreed terms of reference for RAN1 (RP-210874) and RAN2 (RP-210785). 
Hence, only Option 1 falls under RAN1 responsibility, since including it in a TCI state is necessary to get the dynamics where are targeting.  Therefore, we only need to agree to Option 1 and then inform RAN2 about our decision so that they can perform the necessary work. Note that this doesn’t mean that the solutions in the options are necessarily bad or inefficient, but RAN2 has the expertise to judge this. 
[bookmark: _Toc79134959]Agree on Option 1: Indicate/associate non-serving cell PCI in the TCI state. FFS other non-serving cell information
[bookmark: _Toc79134960]Send an LS to RAN2 with the agreements made in the inter-cell multi-TRP agenda item, so they can start their work on the RRC signalling. 
5  Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	The additional PCI is associated with TCI states for PDSCH/PDCCH via QCL relationships and without association or relation with a CORESETPoolIndex, i.e. support Alt.3
Proposal 2	Any RRC configured TCI state that contains an SSB (following Rel.16 multi-DCI specifications) can optionally be configured with an additional PCI value. How to configure this is up to RAN2. No restriction is needed on how many different additional PCI values that can be RRC configured
Proposal 3	The UE can assume that non-serving-cell use the same Point A as the serving-cell when receiving from the non-serving-cell. Hence, no specification impact is foreseen.
Proposal 4	The UE is not expected to be configured a common search space to a CORESET configured with a TCI state associated directly or indirectly with an SSB having additional PCI (i.e. non-serving PCI)
Proposal 5	Agree on Option 1: Indicate/associate non-serving cell PCI in the TCI state. FFS other non-serving cell information
Proposal 6	Send an LS to RAN2 with the agreements made in the inter-cell multi-TRP agenda item, so they can start their work on the RRC signalling.
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