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1	Introduction
RAN 3 sent the following LS R3-212974 and R3-212981 in RAN WG3#112-e.

2 	Comments on R3-212974
RAN3 LS contains the following, 
“RAN3 discussed the inter-donor resource multiplexing, and agreed to consider the following two scenarios for Rel-17 IAB:
· Scenario 1: Inter-donor migration/RLF recovery for single connected IAB-node
· Scenario 2: Inter-donor topology redundancy for dual-connected IAB-node
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	(a) Scenario 1	(b) Scenario 2
In scenario 1, for the resource multiplexing of IAB-node 3 (i.e. the boundary node), some kinds of coordination may be needed between the resource for its parent link and the child link. Similarly, in scenario 2, resource coordination may be necessary among the parent link 1, parent link 2, and child link for the IAB-node 3 (i.e. the boundary node). 
For scenario 1 and 2, RAN3 considers the following solutions (other solutions are not precluded) for the resource coordination between the parent link and the child link:
· Option 1: The child node’s gNB-DU cell resource configuration is matched to the parent node’s gNB-DU’s resource configuration.
· Option 2: The parent node’s gNB-DU resource configuration is matched to the child node’s gNB-DU’s resource configuration.
· Option 3: A boundary node should connect only to a new parent with which it has a non-conflicting TDD and H/S/NA pattern beforehand.

For Scenario 2, RAN3 considers the following solutions (other solutions are not precluded) for the coordination between two parent links:
· Option 1: The gNB-DU cell resource configuration of the parent node controlled by the F1-terminating donor of the boundary node, is matched to another parent’s gNB-DU’s resource configuration. 
· Option 2: The gNB-DU cell resource configuration of the parent node controlled by the non-F1-terminating donor of the boundary node, is matched to another parent’s gNB-DU’s resource configuration. 
· Option 3: The secondary leg of a boundary node is established only towards a secondary parent whose H/S/NA configuration is compatible with the H/S/NA configuration of the master parent beforehand.

In both scenarios, Opt.3 seems very restrictive and limits the flexibility for resource usage. Hence, Opt.3 is not a primary choice for Rel.17 and therefore we consider only Options 1 and 2 in the discussion below.
Observation 1: Option 3 for both RLF/migration and DC is not the preferred solution regarding the resource usage in IAB networks.
Scenario 1:
Option 1: In this case, also the configurations of the descendant nodes of the child node should be modified to match with the new child node configuration.
Option 2: Although not illustrated, also the parent node (in the target topology) may have descendant nodes. Therefore, the changed parent node configuration would cause need to modify the resource configurations of the descendant nodes in the target topology – the same way as in Option 1 in the source topology. As the preference between options 1 and 2 depends on the IAB network deployment i.e. the topologies of the two IAB-donors, the specifications no not necessarily have to select either one of the options. Therefore, it seems better to leave this for network implementation.
Observation 2. Because the preference between Option 1 and Option 2 is scenario dependent, there does not seem to be a need to select either one of the options as a specified behavior.
Furthermore, this seems more for RAN3 to assess rather than RAN1 to select preference.
Scenario 2:
We see the consequences of the parent node reconfiguration in both options similar to the scenario 1 where the required signaling depends on the topologies under the two IAB-donors. Therefore, also the conclusion can be the same as for scenario 1.
Observation 3. Similar to scenario 1, the specifications may not need to select either one of the options but leave that as choice for implementation.
3 	Comments on R3-212981
RAN3 LS contains the following, 
RAN3 is currently discussing how to support inter-donor migration, and agreed to following definitions:
· Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU
· Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.
· Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 



Figure 1: UE handover between cells pertaining to different logical IAB-DUs connected to separate CUs
RAN3 has agreed to support Partial Migration. RAN3 is discussing whether to support the Full Migration, for example, full migration using 2 logical IAB-DUs in an IAB node. 
During the Full Migration, the UE connected to the boundary IAB-node will hand over from a cell of one logical DU controlled by CU1 to a cell of another logical DU controlled by CU2. The two cells reside on the same physical IAB-node but on different logical DUs (e.g. DU1 and DU2), which each have a separate F1 connection to CU1 and CU2, respectively (Figure 1). 
The following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:
· Alt1: the two logical DUs use separate physical cell resources
· Alt2: the two logical DUs use the same physical cell resources

For Alt1, RAN3 understands that the UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure. During the handover procedure, both cells from each logical DU should be active, since some UEs are already handed over to the target cell, while other UEs have not started the handover yet. However, it may be argued that the use of separate resources is less efficient. 
For Alt2, the serving cell (e.g. cell1) of DU1 controlled by CU1 must broadcast NCGI related to CU1, while the serving cell (e.g. cell2) of DU2 controlled by CU2 must broadcast NCGI related to CU2. Since the air interface resources are shared between the 2 DUs/cells, only the signals from one cell (either cell1 using NCGI related to CU1, or cell2 using NCGI related to CU2) are active over the air interface at a time. It is therefore unclear about the impact to the UEs during the migration. For example, in case both cell1 and cell2 use same PCI, the UEs may observe the change of the NCGI during the migration. In case cell1 and cell2 use different PCI, it is further unclear how to perform the signal switch from cell1 using PCI/NCGI related to CU1 to cell2 using PCI/NCGI related to CU2, again, without major impact to the UEs that are handover from cell1 to cell2.
RAN3 would like to ask RAN1, RAN2, and RAN4 to provide feedback, e.g., any technical issue for the above Alt1 and Alt2?  
Alt.1 does not seem to have impact on PHY specifications assuming that the DU2 cells are configured as any normal cell. UEs can be moved between the DUs with the normal HO procedure. The drawback, as indicated also in the LS, is the basically doubled radio resource reservation during the migration period.
Observation 4. Alt.1 does not seem to have RAN1 impacts.
The description for Alt.2 was not unambiguous. Time division and switching of resource usage of cell1 and cell2 may have various implementations. The assumption presumably has been to have cells active during the migration period providing sufficient time to hand over all UEs to the target cell. However, how this would be configured was not described in detail.
Observation 5. The assumptions for Alt.2 operation need clarification in the details.
In any case, the configurations of cell1 and cell2 must be such that any limitations of resource usage (TDM between cells) would not affect the broadcast of SSBs and availability of access resources so that the measurements (cell2 detection) and access to the target cell can be done in a normal manner from the UE point of view.
For Alt2, RAN3 also has some concrete questions w.r.t., PCI/NCGI, i.e., 
Q 1. Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?

RAN1 answer: This seems more for RAN2 to analyze.

Q 2. Is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?

RAN1 answer: In principle, from the specifications point of view, the PCIs can be configured to be the same while the SIB1s indicate different logical cells, i.e. different NCGIs. It would be, however, good to confirm whether there are any implications to RLM and RRM measurements for IDLE and CONNECTED UEs.

Q 3. When cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?

RAN1 answer: It is not clear why different PCIs would cause specific problems. Referring e.g. to Annex B.2 in 38.300, of the resources are share with two cells utilizing BWPs, both PCIs and NCGIs can be different. 
In the IAB scenarios, where there are two DUs operating basically independently – including separate MAC layers and schedulers, the control of the resources of the cells seems to need additional coordination or configuration. The time division of the resource usage by the two DUs was not clear from the description in the LS, though, as commented above.

4 Conclusions	
In this contribution we have analyzed the LSs from RAN3 from RAN1 perspective. We made following observations regarding R3-212974
Observation 1: Option 3 for both RLF/migration and DC is not the preferred solution regarding the resource usage in IAB networks.
Observation 2. Because the preference between Option 1 and Option 2 is scenario dependent, there does not seem to be a need to select either one of the options as a specified behavior.
Observation 3. Similar to scenario 1, the specifications may not need to select either one of the options but leave that as choice for implementation.
We made following observations regarding R3-212981
Observation 4. Alt.1 does not seem to have RAN1 impacts.
Observation 5. The assumptions for Alt.2 operation need clarification in the details.

Proposal: RAN1 is kindly asked to consider the observations and responses to the dedicated question in this document when preparing the reply LSs to RAN3
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