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[bookmark: _Ref513464071]Introduction
[bookmark: _Hlk54270378]In RAN1#104-e the following agreements and working assumption were made for the number of data streams/flows and evaluation parameters in UL for different XR applications [1]:
	Agreement: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively 
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent

Agreement: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

Working Assumption
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS 



This contribution discusses further aspects on the traffic types and number of flows in UL that can be applied for evaluating the different XR applications.
UL Traffic Models for XR Applications
This section describes the characteristics of UL traffic for CG, VR and AR applications. It also discusses the proposals for evalating the different number of flows in UL for the different XR applications.  
2.1 Cloud Gaming
CG applications (e.g. 5G online gaming) predominantly rely on real time streaming architecture with possible flow control management where the captured video/audio and additional media are streamed in network to a thin client in the device (e.g. smartphone, tablet). 
In a typical service/traffic flow for CG, the CG client device sends user actions in UL to the CG server. Addionally, some control information is also sent in UL to the CG server from the device including, protocol flow control information (e.g. ACK, NACK, BW and RTT values, etc) and client lifecycle status (e.g. keep alive), for example, to adapt the DL traffic bitrate. The generated video/media is encoded/compressed and sent by the CG server in DL. The received video/media is then displayed in the CG device upon decoding. The resolution and/or the frame rate of the encoded video/media are not fixed and can be dynamically changed to adapt to network conditions.
Figure 1 illustrates an example of a high-level architecture used for a CG service, where the data flows in UL include game user inputs (i.e. user actions) and control data. 
[image: ]
[bookmark: _Ref66461733]Figure 1: High -level Cloud Gaming (CG) architecture
2.1.1 Characterization of UL data flows for CG
We have performed evaluations for testing 3 cloud gaming service providers and platforms (Blacknut, Google Stadia  and Nvidia GeForceNow) with a First Person Shooter Game (EnnemyFront for Blacknut and Destiny2 for GeForceNow and Stadia), both are Cat_A games, according to SA4 categories. Our testbed, described in Annex 4.1, allows to test the CG services in different network conditions and captures the generated network traffic.
The results presented below refer to tests conducted in ideal network conditions and analysis is focused on UL traffic.
We observed 4 UL traffic flows for Blacknut, 3 for Google Stadia and 4 for Nvidia GeForceNow.
One flow is characterized by a 5-tuple (IP src, IP dst, port src, port dst and transport protocol type). For each of the service, we analysed the different UL IP-based flows as follows:
· Blacknut flows are composed of:
· 1 TCP flow (noted Flow Id 1 in Table 1)
· 2 RTCP over UDP flows (noted Flow Id 2 and 3 in Table 1)
· 1 RTSP over TCP flow (noted Flow Id 4 in Table 1)
· Google Stadia flows are composed of:
· 1 UDP flow including RTCP and DTLS traffic (noted Flow Id 1 in Table 2)
· 1 DTLS over UDP flow (noted Flow Id 2 in Table 2)
· 1 STUN over UDP flow (noted Flow Id 3 in Table 2)
· Nvidia GeForceNow flows are composed of:
· 2 RTP over UDP flows (noted Flow Ids 1 and 2 in Table 3)
· 2 UDP flows (noted Flow Ids 3 and 4 in Table 3)
Across the different CG service providers, we identified two types of data that can be transported by the UL flows:
· User actions: traffic volume (pkts/s) follows user actions and stops when there is no activity.
· Control data includes at least: 
· Reporting: traffic volume is correlated to DL traffic and is independent of the user activity.
· Lifecycle status: traffic volume is constant and periodic (e.g. keep-alive every 500ms).
Observation 1: For CG there can be more than one traffic flow in UL, consisting of the following traffic types: 
· User actions (e.g. gamepad controller, HMD)
· Control data (e.g. protocol flow control, keep-alive messages)
[bookmark: _Hlk66226214]2.1.2 Measurement/benchmarking results of different UL flows
As stated above, we have observed several traffic flows in UL for each CG service. These flows present different traffic characteristics (packet size, periodic/aperiodic, inter-packet arrival time, etc) that are shown in the following Tables 1-3:
	Flow Id
	Protocol
	Deduced
information type
	IP packet size (Bytes) 
± rsd
	Pkt/s
	Bitrate (kbits)
	Interpacket time
average (ms) ± rsd
	Characteristics

	1
	TCP
	User Actions
	54 ± 4%
	17.3
	7.5 
	57 ± 1000%
	Correlated with user activity

	2
	RTCP
	Control
	88
	10
	7
	100 ±  1%
	Periodic

	3
	RTCP
	Control
	88
	10
	7
	100 ±  1%
	Periodic

	4
	RTSP
	Control
	144 ± 30%
	0.01
	0.01
	
	Present at the beginning of the game session


[bookmark: _Ref66720872]Table 1: UL flows for Blacknut
	Flow Id
	Protocol
	Deduced
information type
	IP packet size  (Bytes)
± rsd
	Pkt/s
	Bitrate (kbits)
	Interpacket time
average (ms) ± rsd
	Characteristics

	1
	DTLS
	Control
	144 (±31%)
	74
	85
	13(±70%)
	

	1
	RTCP
	Control + User Actions
	146 (±3%)
	138
	162
	7 (±39%)
	Correlated with user activity.
Bitrate also changes according to DL video bitrate.

	2
	DTLS
	Control + User Actions
	126 (±15%)
	81
	82
	12 (±300%)
	Correlated with user activity

	3
	STUN
	Control (Lifecycle Status)
	102 (±15%)
	14
	11
	690 (±31%)
	


[bookmark: _Ref66719330]Table 2: UL flows for Stadia

	Flow Id
	Protocol
	RTP SSRC
	RTP
type
	Deduced
information type
	IP packet size (Bytes)
± rsd
	Pkt/s
	Bitrate (kbits)
	Interpacket time
average (ms) ± rsd
	Characteristics

	1
	RTP
	ssrc-1
	0
	User Actions
	147 (± 93%)
	2
	2.3
	500 (± 200%)
	Correlated with user activity

	1
	RTP
	ssrc-2
	0
	User Actions
	146 (± 81%)
	46
	54.3
	21 (± 800%)
	Correlated with user activity

	1
	RTP
	ssrc-3
	0
	Control
	734
	0.65
	3.8
	1500  (±-50%)
	

	1
	RTP
	ssrc-4
	0
	Control
	558
	4.8
	21.5
	200  (± 50%)
	

	1
	RTP
	ssrc-5
	0
	Control
	694
	12.4
	69.2
	80 (± 60%)
	

	2
	RTP
	srrc-6
	97
	Control
	177
	100
	142.0
	10 (± 13%)
	Periodic

	3
	UDP
	
	
	Control (lifecycle status)
	47
	2
	0.7
	500 (± 4%)
	Periodic

	4
	UDP
	
	
	Control (lifecycle status)
	47
	2
	0.7
	500 (± 4%)
	Periodic


[bookmark: _Ref66718537]Table 3: UL flows for GeForceNow
The UL traffic flows are illustrated through several figures in the Annex section 4.3. The results from Tables 1-3 are summarized in Observation 2. 
Observation 2: For CG, the UL traffic can be represented by 2 different traffic flows with the following characteristics:
· User Actions
· Packet arrival is aperiodic and correlated with user activity, where inter-packet arrival follows exponential distribution
· Packet size can vary depending on the CG platform (i.e. typically Gaussian distribution)
· Control Data
· Packet arrival can be periodic (e.g. 1/100Hz, 1/10Hz) or correlated with user activity depending on the CG platform. Dedicated periodic flows may exist for indicating lifecycle status.
· Packet size can vary depending on the CG platform (i.e. typically Gaussian distribution)
From the results in Tables 1-3, we have observed that one of the CG service provider (Blacknut) ensures the user actions reliability, using the TCP protocol, which has intrinsic mechanisms to ensure reliability and ordering of the traffic. In contrast, other CG service providers rely on RTCP (over UDP), DTLS (over UDP) or RTP (over UDP) to transport user actions. These latter protocols do not implement the same level (or no) reliability.
Control data is also transported on different protocols depending on CG service providers: RTCP and RTSP for BlackNut, DTLS, STUN and RTCP for Google Stadia and RTP for Nvidia GeForce Now. 
With Google Stadia and Nvidia GeForce Now, some flows transport both control data and user actions. With Blacknut, a given flow either transports control or user actions but not both.
Observation 3: For CG, different transport protocols are used for carrying user actions and control data in UL 
Using different transport protocol for the data flows in UL enable supporting diferentiated E2E QoS. At the access stratum layer in RAN similar differentiated QoS may be used for the different UL data flows per application to meet the respective QoS requirements on air interface. As such, the CG evaluations in UL should also evaluate multiple data flows.   
[bookmark: _Hlk66226228]2.1.3 Impacts of different UL data flows on QoE performance
In Figure 2 we show the playability score achieved as a function of RTT latency when using different CG platforms. The playability score (scale of 1-5) is a QoE metric that uses similar principle for ranking image quality (Annex 4.2.2).
[image: ]
[bookmark: _Ref67062901]Figure 2: Playability score function of global RTT (UP & DL)for the 3 CG platforms.

From Figure 2 we observe that the RTT latency at which the playability score drops (e.g. from 4 to 3 and 3 to 2) may be different for different CG platforms. As discussed in Section 2.1.2, it is also clear that different CG platforms use different transport protocols for delivering the traffic flows (e.g. user actions and control data) while ensuring their respective E2E QoS. In this regard, a similar amount of variation in QoS (e.g. RTT latency) for a given data flow can result in impacting the playability score (i.e. QoE) differently. 
Observation 4: The sensitivity of QoE to changing QoS is significantly different between the 2 traffic flows
Proposal 1: RAN1 uses 2 different traffic flows in UL as mandatory for CG evaluations
2.2 Virtual Reality
A number of VR use cases listed in SA4 TR 26.928 (e.g. Untethered Immersive Online Gaming) require transmission of user actions from the VR device in UL for supporting interactive applications. 
In addition, the VR devices send other types of data in UL including user pose and tracking data. In the case of viewport dependent streaming, the user pose can be sent, along with control data (e.g. protocol related, metadata), to the content delivery engine (in the server) [3]. The pose and control data sent in UL can be used for performing viewport dependent rendering in network and delivery of viewport-optimized scene in DL with relatively high data rate.  In any split rendering architectures (Raster-based and Generalized Split as defined in TR 26.928), the pose and control traffic is sent at sufficiently high frequency to allow for real-time processing and adaptive media delivery. 
Similar to CG, the UL traffic flows for VR including user actions and pose/control, require the use of different transport protocols for meeting the associated E2E QoS requirements (e.g. latency, reliability). Given the similarity, both CG and VR in UL can be evaluated in RAN using similar traffic models for user actions and pose/control traffic.
Observation 5: Similar to CG, for VR the UL traffic can be represented by 2 traffic flows
Proposal 2: The same number of traffic flows in UL used for CG evaluations can also be used for VR evaluations  
2.3 Augmented Reality
AR applications (e.g. AR animated avatar calls) can be characterized using traffic flows applicable to distributed computing architecture. In UL, the XR device can send different traffic flows including user actions, pose data, control data and encoded video/media (including scene/audio/metadata) to the XR server. In response, the XR server generates 2D (video) or 3D media (3D objects) along with metadata (e.g. scene description). The encoded/compressed media and metadata are delivered in DL at high data rate. The XR device then overlays 3D objects on 2D video, and renders the objects in the device display.  


Figure 3: Device architecture for 5G Standalone AR glasses
For 5G Glass-type AR/MR devices, the Type 1 standalone device architecture (shown in Fig. 3), indicates the UL traffic from the AR device can include the following [4]:
· Multiple coded RGB 2D video/audio (captured by camera/microphone in AR device)
· Multiple (coded) depth video (captured by AR device) 
· 6 DoF data (e.g. tracking information from multiple sensors)
· AR device camera vision information (e.g., augmentation surface, light/reflection related data, etc.)
· AR device 3D modelling parameters (e.g., camera poses/orientation, camera intrinsic/extrinsic parameters, etc.) for immersive media generation 
· Control/Metadata
In essence, for AR there can be multiple traffic flows in UL originating from the different encoders used in the AR device (highlighted in Fig. 3). While certain flows from the encoders may share similar characteristics with those considered for CG and VR (e.g. 6 DoF, control/metadata), the UL traffic for AR also includes at least one additional flow consisting of video/media traffic. Similar to CG and VR, the different UL flows in AR can possibly use different transport protocols for ensuring E2E QoS requirements. In this regard, an equivalent QoS handling may also be supported at the access stratum layer in RAN for the different traffic flows.  
Observation 6: For AR, the UL traffic includes encoded video/media, in addition to user actions and control data 
Observation 7: For AR, the traffic characteristics of encoded video/media is significantly different than the other UL traffic flows
Proposal 3: RAN1 uses at least 2 different traffic flows in UL as mandatory for AR evaluations. FFS for using more than 2 dfferent traffic flows in UL for AR
Conclusion
In this contribution, the following observations were made on: 
Observation 1: For CG there can be more than one traffic flow in UL, consisting of the following traffic types: 
· User actions (e.g. gamepad controller, HMD)
· Control data (e.g. protocol flow control, keep-alive messages)
Observation 2: For CG, the UL traffic can be represented by 2 different traffic flows with the following characteristics:
· User Actions
· Packet arrival is aperiodic and correlated with user activity, where inter-packet arrival follows exponential distribution
· Packet size can vary depending on the CG platform (i.e. typically Gaussian distribution)
· Control Data
· Packet arrival can be periodic (e.g. 1/100Hz, 1/10Hz) or correlated with user activity depending on the CG platform. Dedicated periodic flows may exist for indicating lifecycle status.
· Packet size can vary depending on the CG platform (i.e. typically Gaussian distribution)
Observation 3: For CG, different transport protocols are used for carrying user actions and control data in UL 
Observation 4: The sensitivity of QoE to changing QoS is significantly different between the 2 traffic flows
Observation 5: Similar to CG, for VR the UL traffic can be represented by 2 traffic flows
Observation 6: For AR, the UL traffic includes encoded video/media, in addition to user actions and control data 
Observation 7: For AR, the traffic characteristics of encoded video/media is significantly different than the other UL traffic flows
Based on these observations, the following conclusions were made:
Proposal 1: RAN1 uses 2 different traffic flows in UL as mandatory for CG evaluations
Proposal 2: The same number of traffic flows in UL used for CG evaluations can also be used for VR evaluations  
Proposal 3: RAN1 uses at least 2 different traffic flows in UL as mandatory for AR evaluations. FFS for using more than 2 dfferent traffic flows in UL for AR 
It can be further discussed on whether a third traffic flow is considered for AR evaluations.
[bookmark: _Ref66780305]Annex: CG Evaluations
[bookmark: _Hlk66226247][bookmark: _Ref66440932]Testbed Setup
The tests were done on three Cloud Gaming platfoms/services providers: Blacknut, Google Stadia and Nvidia GeForceNow. The games used in the testing include First Person Shooter Game, Enemy Front for Blacknut and Destiny2 for Nvidia GeForceNow and Google Stadia, both of which are Cat-A games according to SA4 categories. The tests were done with a mouse and a keyboard.
The testbed is made up of the following elements:
· Game client (referred as (1) on Figure 1):
· PC (Windows) on which runs Blacknut, GeForceNow or Google Stadia (in-browser version – Chrome) client applications
· 4K TV
· Gamepad, mouse and keyboard
· Network bridge (referred as (2) on Figure 1):
· PC (Linux) on which a network bridge is implemented using Netplan
· Network disturber tool based on Linux Netem traffic control facilities, which allows to create network disturbances on different parameters: bandwidth, latency, jitter, packet loss
· Network traffic analyser tool (e.g Wireshark)
· Access to Internet (referred as (3) on Figure 1):
· A high throughput/low delay access network via high-speed fiber, considered as ideal network conditions.

The ideal network conditions, without any network perturbation, were defined by:
· A Downlink bandwidth > 90Mbps
· An Uplink bandwidth > 90Mbps
· A RTT to CG server < 20ms
· A jitter < 2ms


[image: ]
[bookmark: _Ref66356531]Figure 4 : Testbed setup diagram
[bookmark: _Hlk66226272]Evaluation methodology
Test methodology
To determine the cloud gaming services providers QoE and traffic model, several tests were done, organized in series of tests. A test consisted of a supervised game session lasting between 2 and 25 minutes. Each test was carried out by at least two people with one playing the game and the other took care of checking and handling network conditions. The QoE evaluation was done by the player then discussed by the other testers to provide the most precise subjective results possible.
The first series of tests aimed at evaluating the quality of experience provided by cloud gaming services and at identifying where are the limits of the commercial service as they exist today. To that end, a high throughput/low delay access network was used. 
The second series of tests deals with stressed network conditions. Our objective is to determine the boundary network conditions for which a cloud gaming service can still achieve an acceptable playability. Therefore, for each cloud gaming platform we incrementally modified a given network parameter until reaching a playability score of 3 (see scores in Quality of Experience evaluation in Annex 4.2.2). Each network parameter (bandwidth, latency, jitter, packet loss) was considered independently (i.e. only one parameter vary in a test). 
[bookmark: _Ref66796799]Quality of Experience evaluation
The QoE was evaluated through several subjective evaluation criteria described hereafter:
· Image quality score
· Image impairments level score
· Image impairments frequency score
· Playability score

The objective with the first three scores is to evaluate the image quality and its variability during a full gaming session and also to evaluate the impact of the impairments that can occur. Image quality can be impacted by compression codec and profile parameters, selected graphic setting (anti-aliasing), upscaling/downscaling chosen by the gaming service, and also by packet errors or losses that can be caused by the variability of network conditions. These subjective evaluations are based on the scale defined by ACR (Absolute Category Rating) and DCR (Degradation Category Rating) methods for the image quality and the impairments impacts, respectively. In addition, the impairments occurrence frequency is evaluated on a proprietary scale defined on the same basis as ACR and DCR ones. To evaluate the playability of a game session, a fourth “Playability” score is introduced, based on the same principle as the image quality ranking method. 
The respective scales are defined as follows:
[image: ] [image: ]
Figure 5 : Image quality impairments and playability notation scales
[bookmark: _Hlk66226284][bookmark: _Ref66802814]Traffic graphs 
Blacknut 
[image: ]
Figure 6.1: Blacknut – Overall Uplink traffic (bytes/s)
[image: ]
Figure 6.2: Blacknut – Uplink traffic details: Flow Id 1 (packets/s), user actions
[image: ]
Figure 6.3: Blacknut – Uplink traffic details: Flow Id 2 and Flow Id 3 (packets/s), control data

Google Stadia
[image: ]
Figure 7.1: Stadia – Overall Uplink traffic (bytes/s)
[image: ]
Figure 7.2: Stadia - Uplink traffic details: Flow Id 1 and Flow Id 2 (packets/s) (user action + control data)
[image: ]
Figure 7.3: Stadia - Uplink traffic details: Flow Id 3 (packets/s) (control data)

Nvidia GeForceNow
[image: ]
Figure 8.1: GeForceNow – Overall Uplink traffic (bytes/s)
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Figure 8.2: GeForceNow – Uplink traffic details: Flow Id 1 and Flow Id 2 ( packets/s) (user action/control)
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Figure 8.3: GeForceNow – Uplink traffic details: Flow Id 3 and Flow Id 4 (packets/s) (control)
[image: ]
Figure 8.4: GeForceNow – Uplink traffic details: Flow Id 1 – 5 subflows (packets/s) (user action/control)
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