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1 Introduction
In RAN1#104e meeting [1], much progress has been made on XR traffic model. In this contribution, we provide our considerations on the remaining issues of XR traffic model. 
2 DL traffic model
The statistical traffic model for a single UE for a single DL video stream has been agreed, where a single packet is modelled as representing IP packets belonging to a video frame. For each AR/VR/CG application, parameters including frame per second, average rate, etc., are agreed. However, there are still some remaining issues to be resolved.

2.1 Single or Multiple DL video streams
In the previous discussion, it has been proposed that multiple DL video streams need to be modelled in the XR evaluation, each with different traffic parameters and QoS requirement. 
Audio/Data stream

In SA4 LS [3-5] the initial traffic model discussion focuses on XR use cases VR2, CG and AR2. For use cases VR2 and CG, audio stream is not considered in the model as the traffic of audio is considered small. For use case AR2, the traffic model of audio stream and data stream are given for both UL and DL. The average data rate for audio stream is 256/512kbps, and the average data rate of data stream is 0.5Mbps. The E2E latency requirements for audio and data stream is 100ms or 200ms.

The average data rate of audio and data stream is much lower than that of DL video steam, which is assumed to be 35/45Mbps as the baseline.  In addition, the latency of audio and data streams are longer than that of DL video stream, which is 60-100 ms given in SA4 LS [4]. From RAN1 evaluation point of view, all these traffics can be merged together. It is expected that modelling audio and data streams independently other than DL traffic evaluation would not have great impact on the evaluation results. To reduce the evaluation complexity of XR services, we propose:
Proposal 1: Audio/Data stream is not considered in DL video stream for VR2, CG and AR2 services.
I-frame/P-frame

The loss of I-Frame and P-Frame may have different impact on the user XR experience, therefore, it was proposed to model I-Frame and P-frame as two DL video streams with different QoS requirements. However, from SA4 LS, I-Frames and P-Frames are only labelled in V-trace file, and whether a packet for delivery belongs to an I-frame or P-frame is not clear any more in S-trace or P-trace file. From RAN perspective, whether the data in a delivery packet is originated from I-Frame or P-frame may not be distinguishable. Therefore, we propose:
Proposal 2: In XR evaluation, do not differentiate I-frame stream and P-frame stream in DL video stream. 
Left eye/right eye
The frames for left eye buffer and right eye buffer can be generated simultaneously or alternatively [6]. If interleaved packet generation is assumed, it would be helpful to model frames for two eyes as two independent video streams, as the delay of frames for each eye needs to be calculated separately. Otherwise, a single DL video stream including frames for both eyes would be enough. If interleaved eye buffer model is considered, the average data rate of each DL video stream should be half of that of DL video stream when frames for eye buffers are generated simultaneously.
In RAN4 LS [4], V-trace files for left eye and right eye are given separately. The data for both eyes buffers are multiplexed together in S-trace file, as shown in Figure 1. However, the associated eye buffer, i.e. left or right, can still be identified from buffer field for a P-trace packet in the delivery, as shown in Table I. Both interleaved eye buffer model and simultaneous eye buffer model can thus be supported. However, from our understanding, simultaneous eye buffer model is more popularly used, introduces less evaluation complexity, and propose more stringent requirements for RAN delivery. Therefore, we propose:
Proposal 3: For XR DL evaluation, a single DL video stream including frames for both eye buffers is assumed. 

-  Interleaved eye buffer model can be optionally considered.
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Figure 1. Content encoding model overview in [5]
Table I the information provided by P-trace for each packet in the delivery [5]
	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 

0 unknown

For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice


2.2 Packet size & Jitter distribution

In RAN1#104-e meeting [2], the following working assumptions are made on packet size and jitter distribution of DL video stream:
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]

· STD 

· [15% of Mean packet size derived above]

· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e

· Max packet size 

· [1.5 x Mean packet size derived above]

· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e

· Min packet size 

· TBD

· FFS whether or not to use this parameter

· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X[image: image2.png]


1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
In the WID [1] it was noted that traffic model for the performance evaluation shall be based on the standardization in SA WG4. As SA4 is the expert of the traffic model of XR services, we would suggest to keep this as working assumption until it is confirmed by SA4 input. A liaison to ask SA4 opinion would be helpful.
Proposal 4: Send LS to SA4 to confirm on the working assumption of packet size & jitter distribution.
2.3 Others

The DL video traffic are assumed to be periodic with delay jitter. Among different UEs, the time at which the 1st DL video frame is generated can either be aligned or be randomized. It may be more challenging for radio access network to deliver the traffic successfully if all the packets from different UEs are generated almost simultaneously. However, in the real network, randomized packet arrival is a more typical scenario. Therefore, we propose:
Proposal 5: The initial frame generation time should be randomized among different UEs.
3 UL traffic model

3.1 For CG/VR

In RAN1#104-e meeting [2], the following working assumption is made on UL traffic model:
Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)

· Traffic model for Pose/control 

· Periodic: 4ms (no jitter) 

· Other values can be optionally evaluated. 

· Fixed: 100 bytes (SA4 input)

· PDB: 10 ms

· AR 

· FFS 

In RAN4 LS, for both CG and VR2 use case, the UL traffic model of XR Pose has been given in [4]: “the uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age”. Therefore, the working assumption on CG/VR and traffic model for Pose/control should be confirmed. 
Proposal 6: Confirm the working assumption on UL traffic model and QoS parameters for CG/VR and Pose/control.

3.2 For AR
In RAN4 LS, five UL media including 3/6DOF Pose, front facing video + depth, video + depth, audio and data streams are considered. The proposed average data rate and PDB requirements are summarized in Table II. 

Table II UL video, audio and data streams from [4]
	
	Average data rate
	PDB

	3/6DOF Pose
	200 kbps
	10ms

	Video + Depth
	10/20 Mbps
	100ms, 200ms

	Front facing camera
	3 Mbps
	100ms, 200ms

	Audio for UL
	256/512 kbps
	100ms, 200ms

	Data for UL
	0.5 Mbps
	100ms, 200ms


It can be observed that all the four UL streams except 3/6DOF have similar PDB requirement. In addition, the average data rate of video is much higher than that of audio and data streams. Therefore, a single UL video data stream with aggregated data rate plus an UL Pose stream would be sufficient for UL evaluation of XR services.
Proposal 7: An UL pose stream and a single UL video data stream are used as UL traffic model for AR2 use case.
The UL traffic for AR1 is still in study in SA4, and no information from SA4 is yet available. Therefore, we suggest to postpone the discussion until SA4 input is available.
4 KPI
In RAN1#104-e meeting [2], the following agreement is made on per UE KPI:

Agreements
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 

· The exact value of X is FFS, e.g., 99, 95 

· FFS different values for I-frame and P-frame if evaluation of them is agreed. 

· Other values can be optionally evaluated

Two example values have been proposed for the exact value of X, which are 99 and 95. However, from SA4 LS, for all the three use cases VR2, CG and AR2, the following information are provided for RAN simulation [5]: “Two packet loss configurations are applied: 1e-3 for no maxSize restriction and 1e-4 for maxSize 1500 byte restrictions.” Since frame based traffic model has been agreed in RAN1, according to SA4 information, 1e-3 should be applied as the reliability requirement. Therefore, we propose:

Proposal 8: For per UE KPI, the exact value of X is set to be 99.9.
5 Conclusion

In this contribution, the remaining issues on XR traffic model are discussed. Our proposals are summarized as below:
Proposal 1: Audio/Data stream is not considered in DL video stream for VR2, CG and AR2 services.

Proposal 2: In XR evaluation, do not differentiate I-frame stream and P-frame stream in DL video stream. 
Proposal 3: For XR DL evaluation, a single DL video stream including frames for both eye buffers is assumed. 

-  Interleaved eye buffer model can be optionally considered.

Proposal 4: Send LS to SA4 to confirm on the working assumption of packet size & jitter distribution.
Proposal 5: The initial frame generation time should be randomized among different UEs.
Proposal 6: Confirm the working assumption on UL traffic model and QoS parameters for CG/VR and Pose/control.

Proposal 7: An UL pose stream and a single UL video data stream are used as UL traffic model for AR2 use case.

Proposal 8: For per UE KPI, the exact value of X is set to be 99.9.
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