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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN1#104-e meeting, the main framework and some details of XR traffic models were discussed with the agreements in Annex [1].
In this contribution, we provide our views on the remaining details of XR traffic models.
2. Traffic characteristics
[bookmark: _Ref54280506]In this section, we mainly focus on single stream and multiple streams XR traffic models for DL and UL respectively.
2.1. [bookmark: OLE_LINK11]DL traffic model
For XR traffic model in DL, the media service is the primary traffic, including video, audio and etc. For capacity evaluation, we mainly focus on video stream, since the required bit rate of regular audio stream can be negligible compared to the video stream.
2.1.1. Single stream
In RAN1#104-e meeting, a statistical traffic model for single video stream in DL was agreed as below.
Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 

· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.


Agreements
· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· [bookmark: _Hlk68106430]Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· FFS whether or not to have more than one mandatory value


However, there are still a few remaining issues for the statistical traffic model for single video stream in DL, such as the association between jitter and PDB, modelling of video stream in both eyes.
· Association between jitter and PDB
[bookmark: OLE_LINK30][bookmark: OLE_LINK31][bookmark: OLE_LINK15][bookmark: OLE_LINK17]Video frames are usually generated periodically at the server side. However, the packet arrival interval in RAN may not be exactly periodic but quasi-periodic due to jitter resulting from frame rendering, frame encoding, network congestion, routing changes, etc. According to the agreements achieved in RAN1#104-e meeting, jitter distribution is subject to a truncated Gaussian distribution with the range of [-4, 4] ms. If the actual packet arrival time is sooner than ideal packet arrival time without jitter, then the value of jitter is negative; otherwise, it is positive.
[bookmark: OLE_LINK4]From the perspective of DL transmission validity, the data packets need to be transmitted within PDB. Whether PDB can be affected by jitter or not should be considered. The following two options are identified for handling PDB when jitter is considered, as illustrated in Figure 1. 
· Option 1: PDB is affected by jitter, and actual PDB = (ideal PDB – jitter) for each packet.
· Option 2: PDB is not affected by jitter, and actual PDB = ideal PDB.


[bookmark: _Ref61712829]Figure 1. Example of PDB modelling
If the transmission of a packet before the air interface is delayed due to network jitter, assuming the E2E PDB is fixed, the corresponding time left for downlink transmission over the air interface will be shorter which may result in a higher probability of packet loss thus have an impact on user XR experience. Option 1 takes this into account, thus the E2E PDB can be guaranteed. On the contrary, option 2 does not consider jitter when determining the actual PDB for downlink transmission over the air interface, so even if the actual PDB would be guaranteed, the E2E PDB may not be guaranteed due to the jitter.
[bookmark: _Ref61887038]Proposal 1: For the association between jitter and PDB, actual PDB = (ideal PDB – jitter) for each packet.
· Modelling of video stream in both eyes  
For modelling of video stream in both eyes, the traffic resource type for XR is related to the application. To be specific, the traffic resource type refers to the left and right eye buffers are encoded at the same time or different time. According to the outcome of XR work from SA [2], the following two different types of XR video traffic are proposed regarding the frame arrival time in the case of X FPS, as illustrated in Figure 2.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packet of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
[image: ]  
[bookmark: _Ref68029375]Figure 2. An example of traffic source type
[bookmark: _Ref68029807][bookmark: _Hlk68197849]It is assumed that an XR video with the frame rate of 60 FPS. For traffic source type 1, frames for both eyes arrive at the same time such that visual scenes for both eyes can be updated and presented simultaneously with 60 FPS. The sum of packet size for both eyes is equal to the size of a packet in simulation. For traffic source type 2, frames for two eyes arrive alternately. For the same data rate, compared with traffic source type 1, traffic source type2 is equivalent to changing the FPS of video stream to twice that of type 1, that is 120FPS, and the packet size of left or right eye is the size of a packet in simulation. Therefore, we can consider modelling two-eye stream as a single stream traffic model, just by doubling the FPS and reducing the packet size by half.
[bookmark: _Ref68115390]Proposal 2: For a given data rate, single stream with two-eye buffers can be modelled as: 
· Model 1: each packet representing both eyes buffers arrives at the same time at X FPS and the sum of packet size for both eyes is equal to the size of a packet in simulation.
· [bookmark: OLE_LINK5][bookmark: OLE_LINK6]Model 2: packet representing left or right eye buffer arrives at 2*X FPS and the packet size of left or right eye is the size of a packet in simulation. 
· Traffic model
Based on above analysis and the agreements achieved in the last RAN1 meeting, both single video stream traffic model and both eyes’ video stream traffic model are considered. The mean value of single video stream traffic model could be derived from average data rate and FPS, and the standard deviation value could be obtained according to 15% of Mean packet size. The maximum and minimum packet size of video stream could be derived according to 1.5 * mean packet size and 0.1 * mean packet size. Taking the DL video stream of 45 Mbps and 60 FPS as an example, the following two DL traffic models are proposed. The detailed parameters for Model 1 and Model 2 are illustrated as follows.
[bookmark: _Ref54385012][bookmark: _Ref61363290]Table 1. DL traffic models for the single DL video stream
	Traffic model
	Model 1
	Model 2
	Note

	Data rate (Mbps)
	45
	

	Frame per second
	60
	120
	

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	93750
	46875
	Average data rate / FPS / 8 [Bytes]

	STD of packet sizes (Bytes)
	14062
	7031
	15% of Mean packet size

	Maximum packet size (Bytes)
	140625
	70312
	1.5 * Mean packet size

	Minimum packet size (Bytes)
	9375
	4687
	0.1 * Mean packet size

	Packet arrival interval (ms)
	16.67
	8.33
	

	Packet delay budget (ms)
	10
	10ms for VR/AR


[bookmark: _Ref68115392]Proposal 3: For XR traffic model in DL, the two traffic models in Table 1 are considered as the starting point for XR evaluation.
[bookmark: _Ref68198603]Proposal 4: Confirm the working assumptions on the truncated Gaussian distribution for packet size and jitter modelling. 
· Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes] 
· STD 
· 15% of Mean packet size derived above 
· Max packet size 
· 1.5 x Mean packet size derived above 
· Min packet size 
· 0.1 * Mean packet size derived above 
· Jitter for DL video stream for a single UE 
· Per the agreed statistical traffic model, arrival time of packet k is k/X * 1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· J is drawn from a truncated Gaussian distribution: 
· Mean: 0 
· STD: 2 ms 
· Range: [-4, 4]ms
2.1.2. Multiple streams
[bookmark: _Hlk67999637]During RAN1#104-e meeting, the following agreements regarding multiple streams for XR have been achieved.
Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

[bookmark: _Hlk67586175][bookmark: OLE_LINK1][bookmark: OLE_LINK3]For an XR traffic model, there can be multiple streams in DL. Each stream may have different traffic characteristics and QoS requirements, such as I-frame and P-frame, video stream and audio stream, FoV stream and non-FoV stream, etc.
· I-frame and P-frame
[bookmark: OLE_LINK25][bookmark: _Hlk68014039]In the video and image coding field, video frames are usually encoded into I-frame and P-frame (or B-frame), of which I-frame is the intra-frame coding frame and P-frame (or B-frame) is the inter-frame coding frame.  Generally, there are two methods to model I-frames and P-frames, as shown in Figure 3, GOP-based and Slice-based. 


a) GOP-based traffic model


b) Slice-based traffic model
[bookmark: _Ref68029358]Figure 3. Schematic diagram of GOP based and Slice-based traffic models
[bookmark: OLE_LINK26]For GOP-based traffic model, the encoder encodes images and generates segment by segment GOP (Group of Pictures), while the decoder reads segment by segment GOP for decoding, reads the picture and then renders the display. GOP is a group of continuous pictures, consisting of one I-frame and several B/P-frames. The interval between two I-frame is the length of GOP, and the FPS refers to the distance between two P-frame. However, SA4 does not provide trace date of the GOP-based traffic model. 
For slice-based traffic model, which is considered and described in the SA4 contributions, each video frame in V-traces can be encoded as I-frame and P-frame, and then parts of both I-frame and P-frame are sliced, encoded, and compressed to form an S-trace (the number of slices is configurable). Eventually, these slices are IP-packetized and transmitted to RAN via CN. 
[bookmark: OLE_LINK8]The characteristics and QoS requirements of I/P-frame such as bitrates, reliability requirements (i.e., impact to user experience), etc. are different from each other. Generally, I-frame is more important and the PER requirement is higher, while P-frame has a relatively low QoS requirement. Therefore, it is possible to consider separately modelling I-frame and P-frame and to define the different metric of I/P-frame in evaluation to reflect actual XR performance. 
[bookmark: _Ref68200036]Observation 1: For multiple streams modelling, it is necessary to consider I-frame stream and P-frame stream in XR traffic model.
· Video stream and Audio stream
For media services with video and audio stream, we mainly focused on video stream, since the required bit rate of regular audio stream can be negligible compared to the video stream, and has a negligible impact on capacity performance. There might be a synchronization problem for audio stream and video stream simultaneous transmission. However, the synchronization problem can be solved at a higher level or application level buffering, as the PDB requirement of audio stream is very loose. To simplify the modelling effort and reduce the complexity of evaluation, we propose not to model audio stream in XR traffic.
[bookmark: _Ref68200038]Observation 2: There is no need to model audio stream separately in XR traffic model.
· FoV stream and non-FoV stream
[bookmark: OLE_LINK2][bookmark: _Hlk68096020][bookmark: OLE_LINK7][bookmark: OLE_LINK16]In optical instruments, the lens of the optical instrument is taken as the vertex, and the included angle formed by the two edges of the maximum range through which the object image of the measured target can pass through the lens is called FoV. Simply put, in the display system, the FoV is the angle between the edge of the display and the point of view. The size of FoV directly determines our intuition visual experience, the human eye is normally looking at the surrounding environment at an angle of 120 degrees, less than this will result in a black edge at the boundary of the field of view. However, due to the limitations of optical parameters of lenses and the structure of the lens cylinder of VR equipment, the horizontal FOV of VR equipment currently circulating in the market is usually around 100 degrees.
FoV stream refers to the video stream composed of images in the field of view, which are usually of high resolution, and used to provide high-definition XR video service. Non-FoV stream refers to the video stream consisting of images with a larger angle or even up to 360 degrees, including the field of view Angle. Generally, it has a lower resolution and is used to guarantee the basic XR video service. In general, non-FOV streams are more important than FOV streams and need to be guaranteed firstly. If the channel environment is good enough, FOV streams can be provided further to improve the user experience. In summary, the FoV stream and non-FoV stream may have different traffic characteristics (such as packet size) and QoS requirements. The point of modelling FoV and non-FoV stream separately is similar to modelling I-frame and P-frame stream separately, and the trace data is not provided by SA4, too. We are open to further discuss this dimension or merge it into the I/P-frame traffic model.
[bookmark: _Ref68200039]Observation 3: FOV and non-FOV streams based XR traffic model are similar to I-frame and P-frame streams based XR traffic model.
· Traffic model
As a starting point, I-frame stream and P-frame stream can be modelled separately for the DL video stream. Based on the V-traces data provided by SA4, the size of P-frame is usually smaller than that of I-frame, and the size ratio between I-frame and P-frame is roughly 3 to 1, as shown in Figure 4. Based on the above analysis, both GOP-based and slice-based traffic model can be considered. Taking the DL video stream of 45 Mbps and 60 FPS as an example, multiple steams traffic model of GOP-based and slice-based are presented.

[bookmark: _Ref68188820]Figure 4. An example of I-frame and P-frame
· GOP-based multiple streams traffic model
In video coding, generally, at least one I-frame is required for every second of video. For a video sequence with a frame rate of 60FPS assuming GOP length is 1 second, there is 1 I-frame and 59 P-frames in one GOP, and the GOP structure is IPP...PPI, then the frames per second of I-frame and P-frame can be estimated as 1FPS and 60FPS, respectively. Typically, the ratio of average frame size of I-frame to P-frame size is approximately 3:1. For packet size, assuming that the sum data rate of the video stream is 45Mbps, then the data rate of I-frame and P-frame can be calculated as  Mbps and  Mbps, respectively. By analyzing some 4K 3D VR videos on YouTube, we found that the minimum packet size of a pure color image is about 300 bytes. Besides, the PDB of I/P-frame can be the same as that of a single video stream. According to the previous discussion, the following GOP-based multiple streams traffic model are proposed.
[bookmark: _Ref68114877]Table 2. GOP-based multiple streams traffic model (FPS=60)
	Traffic model
	I-frame
	P-frame
	Note

	Date rate (Mbps)
	
	
	GOP length = 1 second

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	272177
	90725
	The average ratio of I-frame size and P-frame size is around 3:1

	STD of packet sizes (Bytes)
	40826
	13608
	15% of Mean packet size

	Maximum packet size (Bytes)
	408265
	136087
	1.5 * Mean packet size

	Minimum packet size (Bytes)
	900
	300
	

	Packet arrival interval (ms)
	1000
	
	1 I-frame and 59 P-frames in one second

	Packet delay budget (ms)
	10
	


· Slice-based multiple streams traffic model
[bookmark: OLE_LINK10][bookmark: OLE_LINK12]For slice-based multiple streams traffic model, the most critical part is that each encoded video frame contains the slices of I-frame and P-frame. Then for a video sequence with a frame rate of 60FPS, the frames per second of I-frame and P-frame can be all estimated as 60FPS. For packet size, assuming that the number of slices is 8, each encoded video frame contains 1 I-slice and 7 P-slices, and the average ratio of I-slice size and P-slice size is about 3 to 1. The sum data rate of the video stream is 45Mbps, then the data rate of I-frame and P-frame can be calculated as  Mbps and  Mbps, respectively. According to the previous discussion, the following I/P-frame traffic model of slice-based are proposed.
[bookmark: _Ref68114883]Table 3. Slice-based multiple streams traffic model (FPS=60)
	Traffic model
	I-frame
	P-frame
	Note

	Date rate (Mbps)
	
	
	

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	28125
	65625
	The average ratio of I-slice size and P-slice size is around 3:1, and each encoded video frame contains 1 I-slice and 7 P-slices

	STD of packet sizes (Bytes)
	4218
	9843
	15% of Mean packet size

	Maximum packet size (Bytes)
	42187
	98437
	1.5 * Mean packet size

	Minimum packet size (Bytes)
	93
	217
	

	Packet arrival interval (ms)
	
	
	each encoded video frame contains 1 I-slice and 7 P-slices 

	Packet delay budget (ms)
	10
	


[bookmark: _Ref68115398]Proposal 5: For multiple streams XR traffic model in DL, GOP-based/slice-based multiple streams traffic model in Table 2/Table 3 can be considered.
2.2. UL traffic model
[bookmark: _Hlk67946813]For XR traffic model in UL, two typical UL streams are video stream and pose/control stream. The pose/control stream is the primary stream, while the video stream can also be considered in AR application. During RAN1#104-e meeting, the following agreements regarding UL traffic model for XR have been achieved.
Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS 

2.2.1. [bookmark: _GoBack]Single stream
The following section provides two statistical traffic models of pose/control and video respectively for the single stream XR traffic model in UL. 
· Pose/control stream
For UL pose/control stream, it is present in all XR applications. Based on the agreements in the last meeting, an example of UL pose/control stream is depicted in Figure 5. The related traffic model is shown in Table 4.
[image: ]
[bookmark: _Ref54120465]Figure 5. An example of single stream traffic model of pose/control in UL
[bookmark: _Ref54385046]Table 4. Single stream traffic model of pose/control in UL 
	Traffic model
	Pose/control (200kbit/s)

	Packet size distribution
	Fixed, 100Bytes

	Packet arrival interval (ms)
	4

	Packet delay budget (ms)
	10


[bookmark: _Ref47732478]Proposal 6: Confirm the working assumption of UL single stream traffic model for pose/control.
· Video stream
For UL video stream at least for AR application, it is captured by sensors such as a micro camera in the AR device, and then rendered, compressed and transmitted to the server side. Compared with the pose stream, the E2E latency requirements of video or scene information are much looser as shown in Table 6. Assuming the processing time at the server side and device side together is about 30ms, then the PDB requirement for UL video stream could be relaxed to 60ms. According to the previous discussion, the traffic model of UL video stream in Table 5 is proposed. 
[bookmark: _Ref68114925]Table 5. Single stream traffic model of video in UL
	Traffic model
	Video
	Note

	Data rate (Mbps)
	20
	

	Frame per second
	60
	

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	41667
	Average data rate / FPS / 8 [Bytes]

	STD of packet sizes (Bytes)
	6250
	15% of Mean packet size

	Maximum packet size (Bytes)
	62500
	1.5 * Mean packet size

	Minimum packet size (Bytes)
	4167
	0.1 * Mean packet size

	Packet arrival interval (ms)
	16.67
	

	Packet delay budget (ms)
	60
	60ms for AR


[bookmark: _Ref68115401]Proposal 7: For UL single stream traffic model for video, the traffic model in Table 5 is supported at least for AR.
2.2.2. Multiple streams
SA4 has discussed the multiple streams for AR applications [3]. As shown in Table 6, there are a variety of services in uplink transmission, such as pose, video, audio, data and etc., where video, audio and data streams have similar E2E latency requirement. The required bit rate of audio and data is less than the video stream. Therefore, for AR application, we mainly consider two kinds of streams, pose/control and video. 
[bookmark: _Ref68029403]Table 6. Uplink multiple streams for AR application
	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
	60ms, 100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational 100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms


· Pose/control and video
The pose/control stream, with more stringent E2E delay requirement and more frequent traffic packet updates, compared to the video stream. The completely different traffic characteristics and QoS requirements of pose/control and video streams could affect the resource scheduling in gNB, thus affecting the performance of capacity and power consumption. Therefore, in our opinion, modelling pose/control stream and video stream simultaneously should be considered in power consumption evaluation.
[bookmark: _Ref68029810][bookmark: _Ref68115403]Proposal 8: UL multiple streams with both pose/control and video streams are supported for UE power consumption evaluation. 
For uplink video service, video encoding processing is also required, so it could also be encoded as I-frame and P-frame (or B-frame). However, compared to downlink video service, the PDB requirements for uplink video service are looser, and may not need to model I-frame and P-frame respectively, which will have a negligible impact on the system performance. 
In summary, for a given XR application, there could be multiple streams with different traffic characteristics and QoS requirements in UL and DL. For VR and CG application, two DL data streams (I-frame and P-frame) and one uplink data stream (pose) can be modelled respectively. For AR application, two DL data streams (I-frame and P-frame) and one UL data stream (video) can be modelled respectively, and two UL data streams (pose/control and video) should also be considered.
[bookmark: _Ref68200103]Proposal 9: For XR DL traffic model, consider the following options:
· Option 1: single video stream.
· Option 2: two streams with I-frame and P-frame.
[bookmark: _Ref68200104]Proposal 10: For XR UL traffic model, consider the following options: 
· Option 1: single pose stream. 
· Option 2: single video stream.
· Option 3: two streams with pose/control and video streams.
3. Per UE KPI
The following agreements regarding Per UE KPI for XR have been achieved in RAN1#104-e meeting.
Agreements
· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated


For multiple streams traffic model, there are some remaining issues on Per UE KPI. For multiple streams in a given transmission direction, each stream may have individual characteristics and/or requirements. Then, how to determine if a user with multiple streams is satisfied or not should be discussed. A reasonable understanding is that the user is regarded as satisfied only when each stream from the multiple streams has been satisfied, i.e., for each stream, more than X (%) of packets are successfully transmitted within a given air interface PDB, where the X value and the given air interface PDB can be set individually according to the requirements for the stream. Based on this understanding, the definition of system capacity can be reused, as well as the related metrics such as the percentage of satisfied UEs.
[bookmark: _Ref68029818]Proposal 11: A UE with multiple streams is declared as a satisfied UE if each stream from the multiple streams has been satisfied, i.e. for each stream more than X (%) of packets are successfully transmitted within a given air interface PDB, where the X value and the given air interface PDB can be set per stream.
As an example, when two streams are modelled for a user in UL, the stream for pose/control information may have an X value of 99.9 and a given air interface PDB of 10ms, and the stream for scene information may have an X value of 99 and a given air interface PDB of 60ms. In contrast, when the DL video traffic is divided into two streams, e.g. one stream for I-frames and the other for P-frames, the stream for I-frames may have an X value of 99, and the stream for P-frames may have an X value of 95, but the two streams may share the same given air interface PDB of 10ms.
[bookmark: _Ref68635635]Proposal 12: When two streams are modeled for a user in UL, the stream for pose/control information may have an X value of 99.9 and a given air interface PDB of 10ms, and the stream for scene information may have an X value of 99 and a given air interface PDB of 60ms.
[bookmark: _Ref68635636]Proposal 13: When the DL video traffic is divided into two streams, e.g. one stream for I-frames and the other for P-frames, the stream for I-frames may have an X value of 99, and the stream for P-frames may have an X value of 95, but the two streams may share the same given air interface PDB of 10ms.
4. Conclusion
In this contribution, we provide our views on XR traffic models with the following observations and proposals:
Observation 1: For multiple streams modelling, it is necessary to consider I-frame stream and P-frame stream in XR traffic model.
Observation 2: There is no need to model audio stream separately in XR traffic model.
Observation 3: FOV and non-FOV streams based XR traffic model are similar to I-frame and P-frame streams based XR traffic model.
Proposal 1: For the association between jitter and PDB, actual PDB = (ideal PDB – jitter) for each packet.
Proposal 2: For a given data rate, single stream with two-eye buffers can be modelled as: 
· Model 1: each packet representing both eyes buffers arrives at the same time at X FPS and the sum of packet size for both eyes is equal to the size of a packet in simulation.
· Model 2: packet representing left or right eye buffer arrives at 2*X FPS and the packet size of left or right eye is the size of a packet in simulation. 
Proposal 3: For XR traffic model in DL, the two traffic models in Table 1 are considered as the starting point for XR evaluation.
Proposal 4: Confirm the working assumptions on the truncated Gaussian distribution for packet size and jitter modelling. 
· Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes] 
· STD 
· 15% of Mean packet size derived above 
· Max packet size 
· 1.5 x Mean packet size derived above 
· Min packet size 
· 0.1 * Mean packet size derived above 
· Jitter for DL video stream for a single UE 
· Per the agreed statistical traffic model, arrival time of packet k is k/X * 1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· J is drawn from a truncated Gaussian distribution: 
· Mean: 0 
· STD: 2 ms 
· Range: [-4, 4]ms
Proposal 5: For multiple streams XR traffic model in DL, GOP-based/slice-based multiple streams traffic model in Table 2/Table 3 can be considered.
Proposal 6: Confirm the working assumption of UL single stream traffic model for pose/control.
Proposal 7: For UL single stream traffic model for video, the traffic model in Table 5 is supported at least for AR.
Proposal 8: UL multiple streams with both pose/control and video streams are supported for UE power consumption evaluation. 
Proposal 9: For XR DL traffic model, consider the following options:
· Option 1: single video stream.
· Option 2: two streams with I-frame and P-frame.
Proposal 10: For XR UL traffic model, consider the following options: 
· Option 1: single pose stream. 
· Option 2: single video stream.
· Option 3: two streams with pose/control and video streams.
Proposal 11: A UE with multiple streams is declared as a satisfied UE if each stream from the multiple streams has been satisfied, i.e. for each stream more than X (%) of packets are successfully transmitted within a given air interface PDB, where the X value and the given air interface PDB can be set per stream. 
Proposal 12: When two streams are modeled for a user in UL, the stream for pose/control information may have an X value of 99.9 and a given air interface PDB of 10ms, and the stream for scene information may have an X value of 99 and a given air interface PDB of 60ms.
Proposal 13: When the DL video traffic is divided into two streams, e.g. one stream for I-frames and the other for P-frames, the stream for I-frames may have an X value of 99, and the stream for P-frames may have an X value of 95, but the two streams may share the same given air interface PDB of 10ms.
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Annex
Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· DL 
· Bitrate for video streaming
· VR/AR: [60 Mbps (mandatory), 30 Mbps (optional)]
· CG: [30 Mbps (mandatory), 45 Mbps (optional)]
· FFS: other optional values 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size, including the possibility of varying packet sizes
· FFS: Packet Inter arrival time including the possibility of modeling jitter 
· UL
· FFS: Bitrate
· FFS: Air interface Packet Delay budget (PDB)
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size
· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)
· FFS additional aspects not addressed above.
· Note 1: Companies are encouraged to provide details such as parameters (e.g., mean, STD, etc.), distributions, etc., by analyzing SA4 input, e.g., V/S/P traces
· Note 2: All FFS points above are to be further discussed in RAN1 #104e



Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 

· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· TBD
· Max packet size
· TBD
· Min packet size
· TBD
· FFS whether or not to use this parameter

· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated
· DL traffic model: video stream 


· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· [bookmark: OLE_LINK9]Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e

· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· FFS whether or not to have more than one mandatory value



Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS 

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

I-frame/P-frame size varying over time
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