[bookmark: _Hlk37418177][bookmark: _GoBack]3GPP TSG RAN WG1 #104	R1-2100724
e-Meeting, January 25th – February 5th, 2021

Agenda item:		8.14.1
Source:	Nokia, Nokia Shanghai Bell
Title:	On Traffic Model for XR study
Document for:		Discussion and Decision
Introduction
[bookmark: _Hlk510705081]RAN#89 decided to initiate the RAN1 work on XR evaluations for NR study item [1]:
	4.1	Objective of SI or Core part WI or Testing part WI
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
1. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
1. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
1. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution we present our views on traffic models for various XR applications.
Traffic Models
During RAN1-103-e meeting, five different applications of interest were agreed:
· VR1: Viewport-dependent streaming.
· VR2: Split Rendering: Viewport rendering with Time Warp in device.
· AR1: XR Distributed Computing.
· AR2: XR Conversational.
· CG: Cloud Gaming.
In the following, we provide a description of those applications and propose appropriate downlink and uplink traffic models.

Virtual Reality
VR1: Viewport-dependent streaming
[bookmark: _Hlk53923412]Viewport-dependent streaming is described as following: the tracking information is mostly processed in the XR device (UE) while the current pose information of the user is sent to the XR delivery engine in order to adapt the media requests according to the pose information (TR 26 928, clause 6.2.3) [2].
The uplink and downlink traffic of viewport-dependent streaming based on HTTP streaming protocol can be characterized as following:
· Uplink: The requests, generated periodically or when certain conditions occur (e.g., large 6DoF variation, user command), have to be received within a certain delay and their loss cannot be tolerated. A typical request size is 100 bytes while a period is 100ms.
· Downlink: XR media content is sent to the XR device by XR server using the HTTP responses. The sequence of responses generates bursty traffic with average rate depending on the video quality, framerate, and codec. Typical bitrates per eye are 10 Mbit/s for 720p, 25-30 Mbit/s for 1080p, and 40-45 Mbit/s for 4K.  

While 3D video frames are generated at a constant rate, packets carrying those video frames do not show a constant interarrival time. Traffic may show bursts of data packets depending on the video content and data packets can experience random jitter even if frames are generated periodically by the traffic source. As illustrated in our analysis in Appendix A, the traffic does not show constant inter-arrival time typical of periodic traffic. Therefore, we propose to model the video stream in downlink using the FTP Model 3. 
Table 1 provides the recommended parameters for the DL and UL traffic modeling for applications belonging to the category “VR1: Viewport-dependent streaming”. These parameters shall be considered in this study. Since the streaming protocol is based on HTTP, TCP shall be used as a transport protocol for this study. In particular, the TCP CUBIC [3] shall be used for the analysis due to its wide adoption in commercial devices. 
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	Periodic traffic

	Bitrate
	HEVC @ 60 fps:
· 4K: 90 Mbit/s
· FHD: 58 Mbit/s
	8 kbit/s

	Inter-arrival time
	Random (Exponential distribution)
	100 ms

	PDB
	10 ms
	10 ms

	PER
	1e-4
	1e-4

	Packet size
	1200 byte
	100 bytes

	Packet size distribution
	Constant
	Constant

	Transport protocol
	TCP (DASH/HTTP)
	TCP (DASH/HTTP)


[bookmark: _Ref53915248]Table 1 – DL and UL traffic model for “VR1: Viewport-dependent streaming”.




Proposal 1: For VR1, consider FTP Model 3 as a downlink traffic model. Assume an average bitrate of 58 Mbit/s (Full HD) and 90 Mbit/s (4K video).
Proposal 2: For VR1, consider a periodic traffic model as an uplink traffic model. Assume a constant inter-arrival time of 1 packet every 100 ms, where the average bitrate is equal to 8 kbit/s.
Proposal 3: For VR1 packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte for the downlink packet size, while 100 byte for the uplink packet size.
Proposal 4: For VR1 downlink and uplink traffic models, assume a TCP CUBIC as a transport protocol.

VR2: “Split Rendering: Viewport rendering with Time Warp in device”
The VR2: “Split Rendering: Viewport rendering with Time Warp in device” can be described as following: the XR graphics workload is split between the XR device and the XR server. The XR server pre-dominantly renders the viewport while the user device is able to do an internal processing for pose correction using the technique called asynchronous time warp. This approach helps to preserve the low motion-to-photon latency requirements.
The uplink and downlink traffic of “Split Rendering: Viewport rendering with Time Warp in device” can be characterized as following:
· Uplink: XR pose information as a part of tracking and sensor information received from 3DoF/6DoF tracking and XR sensors is sent to the XR server. Data rates are several 100 kbit/s and the latency should be small in order not to add to the overall target latency.
· Downlink: The compressed media content is sent to the XR device together with the XR pose information it was rendered for. The target bitrate is around 29 Mbit/s and 45 Mbit/s per eye for 1080p and 4K and the latency requirements in around 20 ms for VR2.

Observation 1: Asynchronous time warp is a technique to reproject objects falling in the user field of view according to the most recent pose information. This technique does not affect the traffic model (except for the PDB as Time Warp gives some tolerance), which is similar to the traffic model defined for VR1. 
Table 2 provides the parameters for the DL and UL traffic modelling for applications belonging to the category VR2: “Split Rendering: Viewport rendering with Time Warp in device”. These parameters shall be considered in this study.
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	Periodic Traffic

	Bitrate
	HEVC @ 60 fps:
· 4K: 90 Mbit/s
· FHD: 58 Mbit/s
	8 kbit/s

	Inter-arrival time
	Random (Exponential distribution)
	100 ms

	PDB
	20 ms
	10 ms

	PER
	1e-4
	1e-4

	Packet size
	1200 byte
	100 bytes

	Packet size distribution
	Constant
	Constant


[bookmark: _Ref54026920]Table 2 - DL and UL traffic model for VR2: “Split Rendering: Viewport rendering with Time Warp in device”.

Proposal 5: For VR2 traffic, we propose to use the same traffic model of VR1 except for the downlink PDB, which is set to 20ms.

Augmented Reality
AR1: “XR Distributed Computing” 
The workload for XR processing is split between XR server and XR device in case of AR1: “XR Distributed Computing”. There are three different implementations for the XR Distributed Computing, which depend on network conditions and device capabilities:
· Option 1: The AR device encodes its camera video signals and sends them to the XR server. The XR server decodes the video and performs the tracking of the AR device. It renders the 2D/3D objects into the video, encodes them and sends the encoded video to the XR device. After decoding the video, the XR device displays the video with the rendered 2D/3D objects.
· Option 2: The AR device encodes its camera video signals and sends them to the XR server. The XR server decodes the video and performs the tracking of the AR device. Using the tracking information, the XR server generates the 2D/3D scene, encodes the scene and sends it together with metadata to the AR device. The AR device decodes the XR scene and uses the metadata to render the XR scene into the local video.
· Option 3: The AR device estimates its pose based on internal sensors and sends this pose to the XR server. The server uses this pose information to render the XR scene, converts the scene into a simpler format as 2D or 3D media with metadata and sends it to the device. The XR client decodes the media and generates an AR scene which overlays the 3D object in the 2D video. Typical object sizes are 10 kbit and 10 Mbit for small and very large 3D objects, which are sent at a low frequency since 3D object representations are downloaded only once and stored in the XR device.

Observation 2: Implementation of Option 3 for AR1 generates very low traffic both in UL and DL. Therefore, this option is less interesting for this study and shall not be prioritized since it expected to have low impact on NR.
The uplink and downlink traffic of AR1: “XR Distributed Computing” can be characterized as following:
· Uplink: Current AR pose information and 2D video stream from a camera are sent to the XR edge server. Contrary to the VR1 and VR2, the uplink traffic for AR1 can include the video stream thus requiring a higher rate. Typical bitrates per eye are 10 Mbit/s for 720p, 25-30 Mbit/s for 1080p, and 40-45 Mbit/s for 4K for Option 1. For Option 2, the bitrate is up to 45 Mbit/s for 4K video quality if only the video of one camera is sent to the edge server. However, very good localization accuracy can be obtained from 720p video for Option 2.
· Downlink: 2D or 3D media stream and metadata (including the scene description) are sent to the XR device. Depending on the implementation option described above, the downlink traffic may vary from a heavy video stream with bitrate up to 45 Mbit/s for 4K video quality to a transmission of a single object with bitrate up to 10 Mbit/s. 

Observation 3: Video-based localization using SLAM achieves very good accuracy with 720p video resolution for Option 2. Therefore, the UE can capture and send video with 720p resolution to the edge server.
Table 3 provides the parameters for the DL and UL traffic modeling for applications belonging to the category “AR1: XR Distributed Computing”. These parameters shall be considered in this study. We observe that the first option requires the video captured for both eyes to perform both localization and augmentation, whereas the second option requires only the video stream of a single eye to perform localization (augmentation is done by the UE after receiving the object). 
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3 (option 1), Periodic Traffic (option 2)
	FTP Model 3 (option 1,2)

	Bitrate
	Option 1:
HEVC @ 60 fps:
· 1080p: 58 Mbit/s
· 4K: 90 Mbit/s
Option 2: 
· 10 kbit (small object) every 5s
· 10 Mbit (large object) every 5s
	Option 1:
HEVC @ 60 fps:
· 1080p: 58 Mbit/s
· 4K: 90 Mbit/s
Option 2:
HEVC @ 60 fps:
· 720p: 10 Mbit/s


	PDB
	10 ms
	10 ms

	PER
	1e-6
	1e-6

	Packet size
	1200 byte
	1200 byte

	Packet size distribution
	Constant
	Constant

	Transport protocol
	UDP (RTP)
	UDP (RTP)


[bookmark: _Ref53923396]Table 3 - DL and UL traffic model for “AR1: XR Distributed Computing”.

Proposal 6: For AR1 option 1 (augmented video traffic in downlink), consider the FTP Model 3 as a downlink traffic model. Assume an average bitrate of 58 Mbit/s and 90 Mbit/s for 1080p (Full HD) and 4K video quality, respectively.
Proposal 7: For AR1 option 2 (video objects in downlink), consider the Periodic Traffic as a downlink traffic model. Assume a traffic source generating objects of 10kbit and 10Mbit every 5 seconds.
Proposal 8: For AR1, consider the FTP Model 3 as an uplink traffic model for Option 1 and Option 2. For Option 1, assume a traffic source generating 58 Mbit/s and 90 Mbit/s as a bitrate for 1080p (Full HD) and 4K video quality, respectively. For Option 2, assume a traffic source generating 10 Mbit/s as a bitrate for 720p video quality.
Proposal 9: For AR1 packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte for a packet size in uplink and downlink.

AR2: “XR Conversational”
The XR Conversational use case is based on clause 6.2.8 in TR 26.928 [2]. In an XR conversational and conference services, users participate in a conference call by either wearing an HMD or by using an AR device such as AR glasses. 
Due to the limited processing capabilities and power constraints of the XR devices, several processing steps are offloaded to servers. Therefore, AR2 applications are implemented following the principle of Option 3 mentioned in 2.2.1. However, in contrast to AR1 from 2.2.1, the call setup phase is different. During the setup phase, the 3D models or avatars of the call participants might have to be downloaded. With this initial download of high-quality models with detailed textures, a large amount of bandwidth on DL can be saved as only the keypoints keeping track of the movement have to be transmitted. This requires however computational power on the device side. If the initial download of high-quality models is omitted, the traffic profiles are similar to 2.2.1.

Proposal 10: For AR2, in case the initial download of high-quality models is omitted, consider the same traffic model and parameters as for AR1.

Cloud Gaming
In this section, we present the observations and proposals to model the upstream and downstream traffic of Cloud Gaming (CG) applications based on the analysis of the Google Stadia platform. In Google Stadia, the user input is captured locally and transmitted to the cloud where the entire game experience is rendered and delivered back to the user via video stream. There are currently three supported ways to play Google Stadia games: 
· Via Chrome-Browser on a PC either with mouse/keyboard or controller through Ethernet/WiFi connections 
(4K support only with VP9 hardware decoder) 
· Via TV equipped with Google Chromecast Ultra and a Stadia controller through WiFi connections 
· Via a Smartphone with Stadia application installed and a controller through WiFi connections 
In our analysis, we consider the first option since it provides more control of the user device. More details on the Google Stadia analysis can be found in Appendix A.

When a user plays a game on Google Stadia four end-to-end connections are created: two connections for the downlink and uplink data streams and two connection for the downlink and uplink control streams. In our analysis, we have analyzed separately all four connections:
· Uplink: One uplink stream carries the user input data while another carries the auxiliary information and commands from client to the server.
· Downlink: One downlink stream carries the video while another is dedicated for the auxiliary information and commands exchanged between the server and the client applications.
For the uplink connection in CG platform we will consider the stream which carries commands played by the user, while for the downlink, we will further consider the stream used to carry video stream rendered by the server in response to the user inputs.
 
Table 4 summarizes the main parameters for the DL and UL traffic for applications belonging to the category “Cloud Gaming”, which were observed during the real measurements of Google Stadia game. These parameters shall be considered in this study. For the details, one can refer to the Appendix with the main figures and tables supporting the results presented below.
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	Periodic traffic

	Bitrate
	HEVC @ 60 fps:
· 1080p: 29 Mbit/s
· 4K: 45 Mbit/s
	2 kbit/s

	PDB
	10 ms
	10 ms

	PER
	1e-4
	1e-4

	Packet size (interval)
	1200 byte
	100 byte

	Packet size distribution
	Constant
	Constant

	Transport protocol
	UDP (QUIC)
	UDP (QUIC)


[bookmark: _Ref54027037]Table 4 - DL and UL traffic model for “Cloud Gaming”.

Proposal 11: For CG, consider the FTP Model 3 as a downlink traffic model. Assume a traffic source generating 29 Mbit/s, and 45 Mbit/s as bitrate for 1080p (Full HD) and 4K video quality, respectively.
Proposal 12: For CG, consider the Periodic traffic model as uplink traffic model. Assume an inter-arrival time of X/bitrate [seconds] where X is the packet size for uplink transmissions. A transmission bitrate of 2 kbit/s can be assumed.
Proposal 13: For CG packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte as a downlink packet size while 100 byte as an uplink packet size.

Conclusion
In this contribution, we discussed the traffic models to be used for evaluating the performance of XR and CG applications on NR. The following observations have been made:
Observation 1: Asynchronous time warp is a technique to reproject objects falling in the user field of view according to the most recent pose information. This technique does not affect the traffic model (except for the PDB as Time Warp gives some tolerance), which is similar to the traffic model defined for VR1. 
Observation 2: Implementation of Option 3 for AR1 generates very low traffic both in UL and DL. Therefore, this option is less interesting for this study and shall not be prioritized since it expected to have low impact on NR.
Observation 3: Video-based localization using SLAM achieves very good accuracy with 720p video resolution for Option 2. Therefore, the UE can capture and send video with 720p resolution to the edge server.
  
We make the following proposals for the traffic models that shall be used to study VR1 and VR2 application:
Proposal 1: For VR1, consider FTP Model 3 as a downlink traffic model. Assume an average bitrate of 58 Mbit/s (Full HD) and 90 Mbit/s (4K video).
Proposal 2: For VR1, consider a periodic traffic model as an uplink traffic model. Assume a constant inter-arrival time of 1 packet every 100 ms, where the average bitrate is equal to 8 kbit/s.
Proposal 3: For VR1 packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte for the downlink packet size, while 100 byte for the uplink packet size.
Proposal 4: For VR1 downlink and uplink traffic models, assume a TCP CUBIC as a transport protocol.
Proposal 5: For VR2 traffic, we propose to use the same traffic model of VR1 except for the downlink PDB, which is set to 20ms.

We make the following proposals for the traffic models that shall be used to study AR1 and AR2 applications:
Proposal 6: For AR1 option 1 (augmented video traffic in downlink), consider the FTP Model 3 as a downlink traffic model. Assume an average bitrate of 58 Mbit/s and 90 Mbit/s for 1080p (Full HD) and 4K video quality, respectively.
Proposal 7: For AR1 option 2 (video objects in downlink), consider the Periodic Traffic as a downlink traffic model. Assume a traffic source generating objects of 10kbit and 10Mbit every 5 seconds.
Proposal 8: For AR1, consider the FTP Model 3 as an uplink traffic model for Option 1 and Option 2. For Option 1, assume a traffic source generating 58 Mbit/s and 90 Mbit/s as a bitrate for 1080p (Full HD) and 4K video quality, respectively. For Option 2, assume a traffic source generating 10 Mbit/s as a bitrate for 720p video quality.
Proposal 9: For AR1 packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte for a packet size in uplink and downlink.
Proposal 10: For AR2, in case the initial download of high-quality models is omitted, consider the same traffic model and parameters as for AR1.

We make the following proposals for the traffic models that shall be used to study CG applications:
Proposal 11: For CG, consider the FTP Model 3 as a downlink traffic model. Assume a traffic source generating 29 Mbit/s, and 45 Mbit/s as bitrate for 1080p (Full HD) and 4K video quality, respectively.
Proposal 12: For CG, consider the Periodic traffic model as uplink traffic model. Assume an inter-arrival time of X/bitrate [seconds] where X is the packet size for uplink transmissions. A transmission bitrate of 2 kbit/s can be assumed.
Proposal 13: For CG packet size distribution, adopt a constant size packet in uplink and downlink. Assume a 1200 byte as a downlink packet size while 100 byte as an uplink packet size.


References
[1] RP-201145 Revised SID on XR Evaluations for NR, RAN#88 
[2] TR 26.928 Extended Reality (XR) in 5G
[3] RFC 8312 CUBIC for Fast Long-Distance Networks







Appendix A: Traffic Analysis of Google Stadia
In this appendix we provide the detailed traffic analysis we performed on the Google Stadia platform. The configuration of the testbed used to capture and analyze the traffic is illustrated in Figure 1.
[image: ]
[bookmark: _Ref58770814]Figure 1 – Testbed configuration for the analysis of traffic generated by the Google Stadia platform

Before a new gaming session starts, Google Stadia CG server evaluates the quality of the end-to-end connection to decide whether to set up the gaming session. Table 5 shows the limits and thresholds on the performance metrics tested by the Google Stadia server like delay, bandwidth, and packet loss, which have been experimentally determined (each on its own, no combination tested). We observe that these metrics are regularly evaluated, and the connection is dropped if certain conditions are not met (e.g., metrics larger than corresponding thresholds for several consecutive tests).
	End-to-end metric
	Threshold

	Round Trip Time
	75ms (it causes a drop to 720p resolution)

	Data Rate
	10Mbit/s (it causes a drop to 720p resolution)

	Upstream packet loss
	35%

	Downstream packet loss
	15%


[bookmark: _Ref58771222]Table 5 – Thresholds and limits of the performance metrics evaluated by Google Stadia to decide whether to establish a gaming session.

In our analysis we ran a measurement campaign to evaluate the key traffic characteristics for the following four scenarios:
Game “Rise of the Tomb Raider” encoded using H.264 with resolution 1080p and no connection impairments
Game “GRID” encoded using VP9 with resolution 4K and no connection impairments
Game “Rise of the Tomb Raider” encoded using H.264 with resolution 720p and RTT increased to 75ms
Game “Rise of the Tomb Raider” encoded using H.264 with resolution 720p and downstream loss equal to 15%

The first two scenarios show the traffic generated by Google Stadia for games played at 1080p and 4K resolutions under close to ideal network conditions (i.e., without impairments). By contrast, the last two scenarios represent the worst conditions for each RTT and packet loss that Google Stadia’s connection check still permits. In all four scenarios, we differentiate between the two QUIC connections established between client and cloud gaming server. One of the connections carries the user input commands (UDP port 44732) and is designated as “Control Channel”, while the other carries the game video stream data (UDP port 44730) and is designated as “Stream Channel”.


Summary of the analysis
Table 6 summarizes our main findings of the traffic analysis of the game “Rise of the Tomb Raider” played on the Google Stadia platform. The throughput of the downlink data connection mainly depends on the resolution and codec used by the server for generating the video stream. In particular, without evident connection impairments games with 1080p and 4K resolution generate streams at 28-30Mbps and 43-45Mbps, respectively. Connection impairments causing large RTT or high packet loss result in the downscaling of the video bitrate to 720p, which corresponds to a throughput 10-15Mbps for the downlink data connection. 



[bookmark: _Ref58774369]Table 6 – Summary of the traffic analysis of Rise of the Tomb Raider game played on Google Stadia platform.

Game “Rise of the Tomb Raider” encoded using H.264 with resolution 1080p and no connection impairments
The purpose of this measurement was to establish a baseline traffic profile for Google Stadia under close to ideal circumstances. This scenario should represent the most common user experience for Google Stadia as only a few games on the platform already support 4K playout and 4K capable displays are not yet in the majority while 1080p support is common practice even on smartphones. The H.264 codec is used in this experimental analysis.

Throughput over Time
	Control Channel Upstream
	Control Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput

	1.78 kbit/s
	0.85 kbit/s
	1.94 kbit/s
	0.94 kbit/s


[bookmark: _Ref59118279][bookmark: _Ref59118268]Table 7 – Throughput of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput
	Mean Throughput (Interactive Phase)

	0.35 Mbit/s
	0.35 Mbit/s
	9.94 Mbit/s
	0.83 Mbit/s
	28.6 Mbit/s


[bookmark: _Ref59118293]Table 8 – Throughput of the stream/data channel (video stream).

Table 7 and Table 8 show the mean and median throughput results for the control channel and stream channel respectively. The control channel bandwidth requires less than 2 kbit/s on average in either direction, while the stream channel consumes an average of 28.6 Mbit/s in downstream direction during the interactive phase, i.e., the phase where the user is actually playing the game. 
Figure 2 and Figure 3 show the throughput over time. After an initial spike on the control channel, the average bandwidth consumption only varies slightly around the 1 kbit/s. On the stream channel we perceive several spikes over time. The first one at around the 20 second mark shows the initial ramp up of bandwidth. However, soon Stadia detects that the game is still loading and ramps down the bandwidth to around 1 Mbit/s. Second spike shows the user interaction with the game menu up to almost 30 Mbit/s followed by another drop during the loading phase of the game level at about 40 seconds. As the image is essentially unmoving in this phase, the bandwidth is again at around 1 Mbit/s. The following ramp up shows the interactive phase, i.e., the actual play time from about 95 s to 140 s. This is followed by another brief loading screen to re-enter the menu and close the session at about 150 seconds. 
	[image: ]
[bookmark: _Ref59118894]Figure 2 – Throughput of the control channel 
	[image: ]
[bookmark: _Ref59118903]Figure 3 – Throughput of the stream/data channel



Packet Sizes
Table 9 and Table 10 show the mean and median packet sizes and Figure 4 - Figure 7 give the CDF of the packet sizes for control and stream channel in upstream and downstream. 

	Control Channel Upstream
	Control Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	132 byte
	106 byte
	145 byte
	118 byte


[bookmark: _Ref59121269]Table 9 – Packet sizes of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	111 byte
	100 byte
	1014 byte
	1214 byte


[bookmark: _Ref59121279]Table 10 – Packet sizes of the stream/data channel (video stream).
In general, we can observe that the packet sizes only vary slightly on the control channel with a median of 106 byte on the upstream and 118 byte on the downstream. More than 90 percent of the packets are smaller than 200 byte in both directions. A similar picture is visible in Figure 6 for the stream channel upstream direction with a median packet size of 100 byte. In downstream direction on the stream channel, Figure 7 shows a different result with a median of 1214 byte where a significant amount of data, i.e., the video stream, is transported. However, we observe about 20% smaller packets. This can be explained by the fact that the measurement also includes the loading and menu phases where the bandwidth is significantly less, and smaller packets are used.
	[image: ]
[bookmark: _Ref59121768][bookmark: _Ref59121761]Figure 4 – CDF of packet size for uplink control channel
	[image: ]
Figure 5 – CDF of packet size for downlink control channel (ACK)

	[image: ]
[bookmark: _Ref59187862]Figure 6 – CDF of packet size for uplink stream/data channel (ACK)
	[image: ]
[bookmark: _Ref59121783]Figure 7 – CDF of packet size for downstream stream/data channel



Game “GRID” encoded using VP9 with resolution 4K and no connection impairments
This particular measurement scenario represents the “high end” baseline for Google Stadia, i.e., 4k resolution support. While not necessarily relevant in the mobile device context it may be the default setup for living rooms that are equipped with 4k television sets. In contrast to the previous 1080p measurement where the H.264 codec was used, here the VP9 codec is applied. The game used here is the racing game “GRID” rather than “Rise of the Tomb Raider” as it supports 4k resolutions.
Throughput over Time
Table 11 and Table 12 show the mean and median throughput results for the control channel and stream channel, respectively. In line with the 1080p-based measurement, the control channel bandwidth requires less than 2 kbit/s on average in either direction. The stream channel, however, consumes a significantly higher bandwidth with an average of 43.05 Mbit/s in downstream direction during the interactive phase, i.e., about 50 percent more than in the 1080p case. 
	Control Channel Upstream
	Control Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput

	1.95 kbit/s
	0.85 kbit/s
	2.84 kbit/s
	0.94 kbit/s


[bookmark: _Ref59191552]Table 11 – Throughput of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput
	Mean Throughput (Interactive Phase)

	0.64 Mbit/s
	0.69 Mbit/s
	24.38 Mbit/s
	27.91 Mbit/s
	43.05 Mbit/s


[bookmark: _Ref59191563]Table 12 – Throughput of the stream/data channel (video stream).
Figure 8 and Figure 9 show the throughput over time. Similarity to the 1080p measurements, the control channel bandwidth consumption only varies slightly around the 1 kbit/s mark after the initial spike. On the stream channel we again perceive several spikes over time. Again, the bandwidth consumption is adapted with the content and phases on the screen. After the initial loading phase, we enter the menu where the first spike starting at about 40 seconds can be observed. When starting a race, several non-interactive sequences are shown that ramp up the bandwidth to between 15 and 30 Mbit/s. Once the actual gameplay starts at about 80 seconds, the bandwidth consumption increases to the interactive phase level of about 43 Mbit/s. The interactive phase is again by another brief loading phase to re-enter the menu and close the session at about the 165 seconds mark.
	[image: ]
[bookmark: _Ref59191798]Figure 8 – Throughput of the control channels
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[bookmark: _Ref59191806]Figure 9 – Throughput of the stream/data channels



Packet Sizes
Table 13 and Table 14 show the mean and median packet sizes and Figure 10 - Figure 13 give the CDF of the packet sizes for control and stream channel in upstream and downstream. 
	Control Channel Upstream
	Control Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	127 byte
	106 byte
	160 byte
	118 byte


[bookmark: _Ref59192914]Table 13 – Packet sizes of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	107 byte
	100 byte
	1150 byte
	1228 byte


[bookmark: _Ref59192934]Table 14 – Packet sizes of the stream/data channel (video stream).
Identical to the 1080p case, we can observe that the packet sizes only vary slightly on the control channel with a median of 106 byte on the upstream and 118 byte on the downstream. Again, more than 90 percent of the packets are smaller than 200 byte in both directions. Also, the stream channel upstream direction shows an identical median packet size of 100 byte to the previous measurement. In downstream direction on the stream channel, the situation is slightly different as the median packet size is increased to 1228 byte and we observe an even more homogenous size distribution as shown in Figure 13. The reason for this difference lies in the higher send rate and in general different composition of the measurement when using a different game.
	[image: ]
[bookmark: _Ref59192954]Figure 10 – CDF of packet size for uplink control channel
	[image: ]
Figure 11 – CDF of packet size for downlink control channel
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Figure 12 – CDF of packet size for uplink stream/data channel
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[bookmark: _Ref59193040]Figure 13 – CDF of packet size for downlink stream/data channel



Game “Rise of the Tomb Raider” encoded using H.264 with resolution 720p and RTT increased to 75ms
In this measurement scenario, we introduce less than ideal network conditions. Specifically, we apply artificial delay to increase the average round trip time between client and server to 75 milliseconds. This is also the empirically-determined latency limit beyond which the connection test for Google Stadia will fail provided no other impairments apply. The game used here is again “Rise of the Tomb Raider” and the game session in sequence identical to the non-impaired measurement. Due to the applied latency, Stadia only delivers 720p video to the client. The video codec used is again H.264.

Throughput over Time
Table 15 and Table 16 show the mean and median throughput results for the control channel and stream channel, respectively. As in all previous measurements, the control channel bandwidth requires less than 2 kbit/s on average in either direction. The stream channel throughput is reduced to 10.23 Mbit/s in the interactive phase due to the reduced video resolution saving about two thirds of the required bandwidth from the 1080p case.
	Control Channel Upstream
	Control Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput

	1.75 kbit/s
	0.85 kbit/s
	1.9 kbit/s
	0.94 kbit/s


[bookmark: _Ref59199598]Table 15 – Throughput of the control channel (user input).
	Stream Channel Upstream
	Stream Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput
	Mean Throughput (Interactive Phase)

	0.26 Mbit/s
	0.23 Mbit/s
	4.85 Mbit/s
	3.67 Mbit/s
	10.23 Mbit/s


[bookmark: _Ref59199611]Table 16 – Throughput of the stream/data channel (video stream).
Figure 14 and Figure 15 once again show the throughput over time. The control channel measurement is almost identical to the previous cases with bandwidth consumption only varying slightly around the 1 kbit/s mark after the initial spike. On the stream channel we again perceive several spikes over time. Again, the bandwidth consumption is adapted with the content. However, we observe that the throughput “spikes” do not necessarily directly correspond to what is shown on the screen. This may be caused by the added latency as telemetry and command data arrives delayed at the server and forces it to adapt throughput based on incomplete information. The overall bandwidth is drastically reduced and the interactive phase starting at about 100 seconds into the session only consumes around 10 Mbit/s. 
	[image: ]
[bookmark: _Ref59200072]Figure 14 – Throughput of the control channel
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[bookmark: _Ref59200086]Figure 15 – Throughput of the stream/data channel



Packet Sizes
Table 17 and Table 18 again show the mean and median packet sizes and Figure 16 - Figure 19 give the CDF of the packet sizes for control and stream channel in upstream and downstream. 

	Control Channel Upstream
	Control Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	132 byte
	106 byte
	145 byte
	118 byte


[bookmark: _Ref59200461]Table 17 – Packet sizes of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	120 byte
	100 byte
	858 byte
	1179 byte


[bookmark: _Ref59200499]Table 18 – Packet sizes of the stream/data channel (video stream).

Identical to the previous cases, we observe that the packet sizes only vary slightly on the control channel with a median of 106 byte on the upstream and 118 byte on the downstream. Also, more 90 percent of the packets remain smaller than 200 byte in both directions. Once again, the stream channel upstream direction shows an identical median packet size of 100 byte to the previous measurement. For the downstream stream channel, we perceive a slightly smaller median packet size of 1179 bytes and a higher percentage of just above 30 percent of smaller packets in Figure 19. This can be attributed to the smaller bandwidth consumption due to the reduced resolution.
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[bookmark: _Ref59200530]Figure 16 – CDF of packet size for uplink control channel
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[bookmark: _Ref59200544]Figure 17 – CDF of packet size for downlink control channel

	[image: ]
Figure 18 – CDF of packet size for uplink stream/data channel
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[bookmark: _Ref59200745]Figure 19 – CDF of packet size for downstream stream/data channel




Game “Rise of the Tomb Raider” encoded using H.264 with resolution 720p and downstream loss equal to 15%
In this final measurement scenario, we introduce packet loss rather than delay as impairment on the network connection. We apply random packet loss in the downstream connection of 15%. Once again this is the empirically determined loss limit beyond which the connection test for Google Stadia will fail when no other impairments apply. A similar limit could not be observed for upstream packet loss before the application became unusable. Once again, “Rise of the Tomb Raider” is played in analog sequence to the previous scenarios. Also, the introduced packet loss causes Stadia once again to only delivers 720p video to the client. The video codec remains H.264.

Throughput over Time
Table 19 and Table 20 show the mean and median throughput results for the control channel and stream channel, respectively. As in all previous measurements, the control channel bandwidth requires less than 2 kbit/s on average in either direction. The stream channel throughput is reduced to 11.36 Mbit/s in the interactive phase due to the reduced video resolution caused by the packet loss which is in line with the previously observed 10.23 Mbit/s in the case with added delay.
	Control Channel Upstream
	Control Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput

	1.71 kbit/s
	1.14 kbit/s
	1.72 kbit/s
	0.94 kbit/s


[bookmark: _Ref59201528]Table 19 – Throughput of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Throughput
	Median Throughput
	Mean Throughput
	Median Throughput
	Mean Throughput (Interactive Phase)

	0.32 Mbit/s
	0.29 Mbit/s
	6.55 Mbit/s
	6.40 Mbit/s
	11.36 Mbit/s


[bookmark: _Ref59201548]Table 20 – Throughput of the stream/data channel (video stream).

Figure 20 and Figure 21 illustrate the throughput over time as before. Once again, very little changes for the control channel measurement: bandwidth consumption only varies slightly around the 1 kbit/s mark after the initial spike. On the stream channel we again perceive several spikes over time. Again, the bandwidth consumption is adapted with the content. As in the previous impairment case, we observe that the throughput “spikes” do not necessarily directly correspond to what is shown on the screen. This may again be caused by the impairment as telemetry and command data arrives delayed due to individual packets being dropped again resulting in incomplete information. The interactive phase starting at about 100 seconds into the session consumes around 10 Mbit/s similar to the previous case with delay impairments. 
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[bookmark: _Ref59201698]Figure 20 – Throughput of the control channel

	[image: ]
[bookmark: _Ref59201708]Figure 21 – Throughput of the stream/data channel



Packet Sizes
Table 21 and Table 22 once more provide the mean and median packet sizes and Figure 22 - Figure 25 give the CDF of the packet sizes for control and stream channel in upstream and downstream. 
	Control Channel Upstream
	Control Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	132 byte
	106 byte
	145 byte
	118 byte


[bookmark: _Ref59202041]Table 21 – Packet sizes of the control channel (user input).

	Stream Channel Upstream
	Stream Channel Downstream

	Mean Paket Size
	Median Packet Size
	Mean Packet Size
	Median Packet Size

	105 byte
	100 byte
	919 byte
	1193 byte


[bookmark: _Ref59202056]Table 22 – Packet sizes of the stream/data channel (video stream).
Identical to all previous cases, we observe that the packet sizes only vary slightly on the control channel with a median of 106 byte on the upstream and 118 byte on the downstream. Again, more 90 percent of the packets remain smaller than 200 byte in both directions. The stream channel upstream direction shows an identical median packet size of 100 byte to all previous measurements. For the downstream stream channel, we observe median packet size of 1193 bytes and a percentage of just above 30 percent of smaller packets (cf. Figure 25). This is inline with our previous observation for reduced bandwidth due to an impairment and can again be attributed to the smaller bandwidth consumption due to the reduced resolution.
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[bookmark: _Ref59202126]Figure 22 – CDF of packet size for uplink control channel
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Figure 23 – CDF of packet size for downlink control channel

	[image: ]
Figure 24 – CDF of packet size for uplink stream/data channel
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[bookmark: _Ref59202138]Figure 25 – CDF of packet size for downstream stream/data channel
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No Impairments VP9 3840 x 2160 0.85 kbps 0.94 kbps 43.05 mbps 106 byte 118 byte 100 byte 1228 byte 0.315 ms 0.001 ms

No Impairments H.264 1920 x 1080 0.85 kbps 0.94 kbps 28.6 mbps 106 byte 118 byte 100 byte 1214 byte 1.25 ms 0.002 ms

75 ms RTT H.264 1280 x 720 0.85 kbps 0.94 kbps 10.23 mbps 106 byte 118 byte 100 byte 1179 byte 2.65 ms 0.002 ms

15% Loss H.264 1280 x 720 1.14 kbps 0.94 kbps 11.36 mbps 106 byte 118 byte 100 byte 1193 byte 1.8 ms 0.002 ms
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		No Impairments		VP9		3840 x 2160		0.85 kbps		0.94 kbps		43.05 mbps		106 byte		118 byte		100 byte		1228 byte		0.315 ms		0.001 ms
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		15% Loss		H.264		1280 x 720		1.14 kbps		0.94 kbps		11.36 mbps		106 byte		118 byte		100 byte		1193 byte		1.8 ms		0.002 ms






