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Introduction
[bookmark: _Hlk510705081]At RAN #86 in December 2019 a work item for NTN was agreed (RP-193234,[1]). The normative activities include development of specifications for transparent payload-based LEO. In this document we discuss the aspects of the DL-UL timing relationships needed for NTN operation. At RAN1#102-e this topic was discussed and the following agreements were reached: 
Agreement:
· Introduce K_offset to enhance the following timing relationships:
· The transmission timing of DCI scheduled PUSCH (including CSI on PUSCH).
· The transmission timing of RAR grant scheduled PUSCH.
· The transmission timing of HARQ-ACK on PUCCH.
· The CSI reference resource timing.
· The transmission timing of aperiodic SRS.
· Note: Additional timing relationships that require K_offset of the same or different values can be further identified.

Agreement:
For K_offset used in initial access, the information of K_offset is carried in system information. 
· FFS implicit and/or explicit signaling of K_offset in system information.
· FFS a cell specific K_offset value used in all beams of a cell and/or each beam in a cell uses a beam-specific K_offset value.
· FFS whether/how to update K_offset after initial access.
Discussion
Compared to terrestrial networks, NTN pose some challenges related to the very high speed and delay compared to typical values for terrestrial networks. The Technical Report has investigated several of such challenges [2]. Some of them may impact the link performance, whereas others can compromise the technical feasibility of the system. One of the latters, is related to the relationship between DL and UL timing for network procedures, as they were originally designed to operate in much shorter delays. In the following subsections we share our comments to promising proposals to address some of the raised issues.
Short TA vs Long TA
The Section 6.2.1 in the TR presents the short and long Timing Advance options. In the first, the UEs should compensate the Timing Advance (TA) only for the differential delay, whereas the network compensate for a large common delay component for all UEs; in the second solution the UEs’ TA must account for the whole PHY latency. 
Related to the discussion of long TA and short TA is the discussion on the reference point for timing. Multiple options for the reference point have been under discussion and we would like to highlight two of them here. 
· Option 1: Timing reference point at the satellite. 
· Option 2: Timing reference point at the gateway. 

The difference, pros and cons of both choices are widely discussed in [3]
Assuming the transparent architecture case then these two reference point options lead us to actually 4 potential understandings of TA and the impact on the frame timing. 
· Option 1a: Timing reference point at the satellite with short TA. This option has misaligned UL/DL slots at the gNB.
· Option 1b: Timing reference point at the satellite with long TA. This option has aligned UL/DL slots at the gNB.
· Option 2a: Timing reference point at the gateway with short TA. This option has misaligned UL/DL slots at the gNB.
· Option 2b: Timing reference point at the gateway with long TA. This option has aligned UL/DL slots at the gNB.

Observation 1: Having a long TA will lead to slots being aligned at the gNB regardless of the timing reference point. Having a short TA will lead to slots being misaligned at the gNB regardless of the timing reference point.  
Proposal 1: In order to minimize specification efforts, RAN1 to decide a single combination option for synchronization reference point and long/short TA. 
MAC-CE Application of K_offset
In Section 6.2.1 of the TR there were 6 timing relationships that were identified as requiring potential enchancement in NTN due to large propagation delays. The first agreement cited in Section 1 covers 5 of these 6 timing relationships. This leaves the MAC-CE action timing. From [2] this is defined as: 
· MAC CE action timing: When the HARQ-ACK corresponding to a PDSCH carrying a MAC-CE command is transmitted in slot , the corresponding action and the UE assumption on the downlink configuration indicated by the MAC-CE command shall be applied starting from the first slot that is after slot , where  denotes the number of slots per subframe for subcarrier spacing configuration .
The majority of companies during RAN1#102-e seemed to agree that the MAC-CE action timing as currently specified is acceptable for NTN in the case where the TA is small. However, other companies suggested that in fact the MAC-CE action timing only has an issue in NTN when the UL/DL slots are not aligned at the gNB [3], which as discussed above only occurs in the case of short TA. 
Proposal 2: RAN1 to discuss the understanding of MAC-CE action timing for both the long TA and short TA cases to identify which scenario requires changes to specifications (if any). 
Varying Propagation Delays and K_offset
The value of K_offset at least for initial access was agreed to be carried in system information to tackle the issue of long propagation delays in NTN. Another challenge concerns the fact that the propagation delay between UE and the gNB relayed through a transparent satellite varies over time, even if the UE position does not change, as a consequence of the rapid satellite orbital movement. Example of such behaviour is presented in Figure 1. In this picture, device locations are distributed over some European cities within a radius of 300 km that are served by a satellite whose orbit is indicated in the figure. All these points may be coverd by a single NTN cell using the TR reference values (maximum allowed diameter: 1000 km). Using the TR reference values for minimum elevation angle allowed for coverage (10 degrees) it is possible to estimate the propagation delay between each device position and the satellite over time (see Figure 1 B). For any given device location, using a LEO-600 km as reference, the propagation delay may vary more than 4 ms (twice this value for transparent architectures). 
Observation 2: The propagation delay may vary significantly for a given UE within the ”coverage period” for any given LEO satellite. 
Treating the UL-DL timing relationships considering in a fixed manner, i.e., considering the most conservative case will lead to unnecessary waiting time for the UEs in close proximity to the satellite. It also reduces the flexibility of the gNB scheduler in exploiting the propagation differences for different UEs. 
Proposal 3: The UL-DL timing relationships adjustments should be dynamic to follow the propagation variation over time. 


[image: ]
[bookmark: _Ref54341528]Figure 1 (A) Representation of satellite orbit and devices locations, defined as fixed positions in different cities. (B) The propagation one-way delay measured from device location-to-satellite in different instants, as the satellite passes by the UE positions.

In addition, the propagation delay varies within one cell at a fixed time (i.e., differential delay). So similar to the above if the most conservative case is used to define the offset then some UEs in the cell will need to wait unnecessarily. Ideally these unnecessary dealys should be avoided as UEs will see higher latency if a single offset is applied to all UEs in the cell. Hence it would be attractive for the gNB to potentially be able to apply or indicate UE specific offsets for the DL-UL timing relationship.
Observation 3: If a single DL-UL timing relationship offset is applied for a whole cell, differential propagation delay will cause some UEs in the cell to wait for UL transmissions longer than required to address the problem.
Proposal 4: RAN1 to discuss if UE-specific values for  can be specified in complement to the cell base 
While having a cell level K_offset for initial access should be a baseline solution, in our view having a single K_offset which cannot be updated is not an efficient way to handle the dynamic nature of NTN cells. 
Proposal 5: K_offset applied by the UE to the timing relationships can be updated after initial access.
One solution for updating the K_offset is for to use UE specific RRC signalling to have the network update the offset used by the UE. This approach could work but would also involve a large signalling overhead and require the network to track closely the timing for all UEs. An alternative approach is for the UE to receive multiple K_offsets or  values, potentially as part of the system information, and then use the K_offset and  which minimize the wait time for UL transmissions while still accounting for the large propagation delay. 
Observation 4: Updating the value of K_offset with UE specific signalling may incur a large overhead.
Proposal 6: RAN1 to discuss signalling multiple K_offset or  values in a non-UE specific way which are used to update the UE applied value over time. 
[bookmark: _GoBack]Feeder Link Impacts
One item that needs further discussion is the impact of any feeder link switches on the timing relationships for NTN. Related topics have been proposed in [4]. As a guiding principle the reference point used for timing must not change as a consequence of the FL switch and as such it should not cause a jump in the common delay.
Proposal 7: RAN1 to define timing relationships such that a feeder link switch does not cause a large jump in the common delay value used by the UE.
Conclusion
In this contribution we have the following observations and proposals:
Observation 1: Having a long TA will lead to slots being aligned at the gNB regardless of the timing reference point. Having a short TA will lead to slots being misaligned at the gNB regardless of the timing reference point.  
Observation 2: The propagation delay may vary significantly for a given UE within the ”coverage period” for any given LEO satellite. 
Observation 3: If a single DL-UL timing relationship offset is applied for a whole cell, differential propagation delay will cause some UEs in the cell to wait for UL transmissions longer than required to address the problem.
Observation 4: Updating the value of K_offset with UE specific signalling may incur a large overhead.

Proposal 1: In order to minimize specification efforts, RAN1 to decide a single combination option for synchronization reference point and long/short TA. 
Proposal 2: RAN1 to discuss the understanding of MAC-CE action timing for both the long TA and short TA cases to identify which scenario requires changes to specifications (if any). 
Proposal 3: The UL-DL timing relationships adjustments should be dynamic to follow the propagation variation over time. 
Proposal 4: RAN1 to discuss if UE-specific values for  can be specified in complement to the cell base 
Proposal 5: K_offset applied by the UE to the timing relationships can be updated after initial access.
Proposal 6: RAN1 to discuss signalling multiple K_offset or  values in a non-UE specific way which are used to update the UE applied value over time. 
Proposal 7: RAN1 to define timing relationships such that a feeder link switch does not cause a large jump in the common delay value used by the UE.
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