3GPP TSG RAN WG1 #103-e						    			    R1-2009086
e-Meeting, October 26th – November 13th, 2020

Agenda Item:	8.13.2
Source:	InterDigital, Inc.
Title:	Discussion on the support of single DCI scheduling multi-cell 
Document for:	Discussion and Decision

Introduction
A work item [1] on dynamic spectrum sharing (DSS) between LTE and NR has started in the last RAN1#102 e-meeting. The objective is to enhance PDCCH scheduling for cross-carrier scheduling including a single PDCCH scheduling PDSCH on multiple cells. The following agreements were reached during RAN1#102e:
	Agreements:
· For the study on single DCI scheduling PDSCH on two cells 
· Consider the following scenarios as baseline for evaluation 
· UE configured with Inter-band CA with PCell and an SCell 
· PCell for the UE is operated on a DSS carrier (i.e.,  same carrier is also used for serving LTE users)
· Case 1: Different SCS for PCell and SCell
· Case 2: Same SCS for PCell and Scell
· Additional scenarios can also be evaluated, e.g. as below 
· Intra-band CA case with multiple serving cells having same SCS (all cells operated on non DSS carriers)
· Inter-band CA case with PCell and more than one SCell (at least the SCells are operated on non DSS carriers)
· Note: other combinations not precluded
· Note: Further details of evaluation framework (including carrier BW, slot format etc.) to be discussed in next stage



In this contribution we discuss the support of single DCI scheduling PDSCH on multiple cells and provide simulation results showing a potential gain with a single DCI approach.
Discussion
Dynamic spectrum sharing (DSS) between NR cell and LTE cell is supported since NR release-15. While the first release of NR was targeting a lower number of NR UEs compared to LTE UEs, it is expected that NR UEs will outnumber LTE UEs in the future. This motivate the need to enhance the spectrum sharing feature. One of the possible aeras to enhance DSS is to reduce the load on the shared carrier. Offloading the downlink control channel of the shared carrier to a different carrier is a good solution to reduce the load. For the case where the shared cell is a PCell, cross-carrier scheduling PCell from SCell is not possible in the current specification. The work item objective is PDCCH enhancements including enabling SCell scheduling PCell. On one hand, scheduling PCell from SCell enables reducing the load on PCell but on the other hand it may add more load on the control channels of SCell. To reduce the PDCCH load on SCell, it may be beneficial to support a single DCI scheduling PDSCH in multiple cells. For example, the same DCI can schedule PDSCH on PCell as well as another PDSCH on SCell.
Observation 1:  Supporting a single PDCCH scheduling multiple cells enables efficient spectrum sharing and reduces the downlink control channel overhead on the shared spectrum.

Evaluation of the potential gain 
To measure the potential gain of introducing a single DCI scheduling two PDSCH, we provided the PDCCH blocking probability comparison between two schemes as shown in our system level evaluation in Figure 1. In scheme 1, two DCIs with 84 bits size (CRC included) schedule two PDSCH in different cells. In scheme 2, one single DCI schedules two PDSCH in two cells. We evaluated scheme 2 with 100, 110, 120 and 130bits DCI sizes including CRC. The aggregation level was selected for scheme 1 to meet a BLER target of 1% while for scheme 2, the AL was selected to target a BLER of 0.5%. This BLER target difference come from the fact that missing one DCI in scheme 2 is equivalent to missing two DCIs in scheme 1. The AL distribution for scheme 1 and scheme with different DCI sizes are shown in the Appendix.
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[bookmark: _Ref54270514]Figure 1: PDCCH blocking probability of two DCI scheduling two PDSCH (84 bits) vs single DCI scheduling two PDSCHs (with sizes of 90,100, 110 and 120 bits)

As we can see in Figure 1, PDCCH blocking probability can be reduced by up to 30% for higher number of simultaneously scheduled UEs using a DCI size of 100bits. Furthermore, CCE utilization can be reduced with scheme 2 as shown in Figure 2 by up to 25.8% when using a single DCI with 100bits. For a DCI size of 130bits we can still observe 18.6% reduction of blocking probability and 8.2% CCE utilization reduction. The gain depends on the size of the single DCI used to schedule the two PDSCH. This is a tradeoff between reducing the blockage probability/CCE utilization at the cost of reducing the scheduler flexibility. Based on the simulation results, a single DCI size range between 100 and 110 bits is suggested.  
Observation 2:  PDCCH blocking probability and CCE utilization can be reduced by using a single DCI scheduling PDSCH on two cells.
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[bookmark: _Ref54280074]Figure 2: CCE utilization of two DCI scheduling two PDSCH (84 bits) vs single DCI scheduling two PDSCHs (with sizes of 90,100, 110 and 120 bits) 

Solution to enable a single DCI scheduling PDSCH on two cells
NR Rel-16 supports a single DCI scheduling multiple PUSCH transmissions in consecutive slots. The gNB can use a single DCI to schedule multiple consecutive PUSCH. The gNB configures the UE using RRC configuration with time domain resource allocation table that contains a row indicating resource allocation for contiguous PUSCHs. The same concept can be applied to support a single DCI scheduling multiple PDSCH in multiple cells i.e. some fields can be pre-configured semi-statically and other fields can be dynamically indicated. A new DCI format can be introduced to enable a single DCI scheduling two PDSCHs with a configurable size. More scheduler flexibility can be achieved by increasing the DCI size, depending on the operating scenario. In summary, given the potential of single DCI scheduling, we propose the following:
Proposal 1:    Support a single DCI to schedule two PDSCH in different cells.

Conclusion
This contribution discusses the support of single DCI scheduling PDSCH on multiple cells. The following observations and proposal are made:
Observation 1:  Supporting a single PDCCH scheduling multiple cells enables efficient spectrum sharing and reduces the downlink control channel overhead on the shared spectrum.
Observation 2:  PDCCH blocking probability and CCE utilization can be reduced by using a single DCI scheduling PDSCH on two cells.
Proposal 1:    Support a single DCI to schedule two PDSCH in different cells.
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Table 1. PDCCH Link-level simulation assumptions
	Parameters
	Value

	DCI payload (including CRC)
	84 bits for 2 DCI scheme
100, 110, 120, and 130 bits for single DCI scheme

	System bandwidth
	10 MHz

	Carrier Frequency
	2 GHz

	UE speed
	3 km/h

	Number of UE antennas
	2 Rx

	Number of symbols for CORESET
	3

	Subcarrier spacing
	15 KHz

	Transmission type
	Interleaved (R=3 for 3OS)

	REG bundling size
	6

	Modulation 
	QPSK

	Channel coding
	Polar code (DCI)

	Transmission scheme
	1-port precoder cycling

	Channel model
	TDL-B (delay spread: 100ns) 

	Channel estimation
	Realistic CHEST

	Receiver type
	MMSE



Table 2. System-level Simulation Assumptions
	Parameters
	Value

	Layout
	Single Layer Macro (19 sector)

	System Bandwidth
	10 MHz

	Antenna configuration
	2x2
32 antenna elements at the gNB
4 antenna elements at the UE

	Channel models
	3D UMa

	Velocity [km/h]
	80% Indoor (3 km/h), 20% Outdoor (30 km/h)

	Chanel estimation
	Realistic

	PDCCH scheduling
	Random

	Target BLER of PDCCH
	1% for 2 DCI scheme
0.5% for single DCI schemes

	Number of UE and distribution
	15 UEs/cell, uniform distribution

	CORESET size
	32 CCEs

	Drops, TTIs
	1 drop and 2000TTIs per drop

	Transmission schemes for EPDCCH
	Per-RB based for distributed

	Number of CCE allocation
	Wideband SINR based (distributed)

	Aggregation levels [# of CCE]
	1, 2, 4, 8, 16



Table 3: Aggregation level distribution for scheme 1
	Aggregation level
	Percentage of UEs

	AL1
	62.677943 %

	AL2
	24.448700 %

	AL4
	7.027059 %

	AL8
	2.669492 %

	AL16
	3.126276 %


 
Table 4: Aggregation level distribution for scheme 2 with DCI=100bits
	Aggregation level
	Percentage of UEs

	AL1
	47.073866 %

	AL2
	36.278231 %

	AL4
	9.177179 %

	AL8
	3.681344 %

	AL16
	3.738849 %



Table 5: Aggregation level distribution for scheme 2 with DCI=110bits
	Aggregation level
	Percentage of UEs

	AL1
	46.061896 %

	AL2
	35.994787 %

	AL4
	9.868177 %

	AL8
	4.105624 %

	AL16
	3.918986 %



Table 6: Aggregation level distribution for scheme 2 with DCI=120bits
	Aggregation level
	Percentage of UEs

	AL1
	38.247210 %

	AL2
	38.911140 %

	AL4
	13.643254 %

	AL8
	4.798809 %

	AL16
	4.349057 %



Table 7: Aggregation level distribution for scheme 2 with DCI=130bits
	Aggregation level
	Percentage of UEs

	AL1
	37.107565 %

	AL2
	30.360735 %

	AL4
	23.883998 %

	AL8
	4.558389 %

	AL16
	4.038781 %
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