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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term that refers to all real-and-virtual combined environment and human-machine interactions generated by computer technology and wearables.  XR includes VR (Virtual Reality), AR (Augmented Reality) and MR (Mixed Reality) as shown in Figure 1Error! Reference source not found.. This figure also shows the different applications of XR such as healthcare, education, entertainment etc. 
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[bookmark: _Ref54370118]Figure 1: Schematic of XR
The following objectives are noted in RP-201145 (SID)  
The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4

In this contribution we provide our views on the applications, traffic model and evaluation methodologies for consideration in this SID. Previous studies on XR use cases and traffic models are provided by SA4 and documented in TR26.928. 
2. Applications
The following applications/use cases from TR26.928 are considered in the XR SID: 
2.1 VR1: Viewport dependent streaming

According to [1], in viewport dependent delivery case, the tracking information is predominantly processed in the XR device, but the current pose information is provided to the XR delivery engine in order to include the pose information. In an extension to this in the case of XR and 6DoF, the XR pose and additional information may be shared with the XR content delivery in order to only access the information that is relevant for the current viewports. According to Figure 2, the tracking and sensor data is processed in the XR device for XR rendering, and the media is adaptively delivered based on the XR viewport. Both, live streaming and on-demand can be considered using viewport dependent streaming. Viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate.[1]



[bookmark: _Ref54370137]Figure 2: Viewport dependent Streaming [1]
2.2 VR2: Split Rendering: Viewport rendering with Time Warp in device

In Figure 3, the XR server pre-renders the 3D scene into a simpler format to be processed by the device (e.g. it may provide additional metadata that is delivered with the pre-rendered version). The device recovers the baked media and does the final rendering based on local correction on the actual pose.[1]



[bookmark: _Ref54370229]Figure 3: VR Split Rendering with XR Viewport Rendering in Device [1]
2.3 AR1: XR Distributed Computing

This use case provides the architecture for extended reality applications which supports the XR split rendering. The workload for XR processing is split into workloads on XR server and the device. The below Figure 4 shows a high-level structure of the XR distributed computing architecture which describes their components and interfaces. [1]


[bookmark: _Ref54370344]Figure 4: XR Distributed Computing Architecture [1]
2.4 XR Conversational

XR Conversational is an extension on the current MTSI work, using the IMS for session signaling. In order to support XR conversational services (in 5G), extensions are needed in the signaling to enable VR/AR specific attributes, and the media and metadata need to support the right codecs, profiles and metadata [1]
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Figure 5: XR Conversational Architecture [1]
For XR Conversational services, 3 bandwidth cases are considered according to the type of capture/user representation transmitted (with almost constant bandwidth on the upload):
· 2D+/RGBD: >2.7Mbit/s (1 camera), >5.4Mbit/s (2 Camera)
· 3D Mesh: ~30 Mbit/s
· 3D VPCC / GPCC: 5-50 Mbit/s (CTC MPEG)

3. Traffic model
The most important factors to consider for XR traffic model are file size distributions and packet arrival distributions.

DL Traffic Model
In the case of media (video) delivery as shown in [2][3] it has been observed that for a given frame a burst of packets is generated and this burst occurs at the frame-rate. There is variation depending on games, platforms etc. as well as limitation on packet size supported by the network. A simplified baseline model would be to consider periodic traffic (arriving at framerate) together with a truncated (Gaussian) distribution for packet size. The addition of randomness to this periodic traffic burst due to jitter might be required. 

Proposal-1: A simplified baseline DL model (media) is to consider periodic traffic (arriving at framerate) together with a truncated distribution for packet size. The addition of randomness to this periodic traffic burst due to jitter might be required.7b
7aa


4.  Evaluation methodologies and Initial Results
4.1 Service requirements 

The XR service requirements for evaluation comprises of data-rate, packet delay budget (PDB) and packet error rate (PER). 

Data-rate
The data-rates can be different for different use cases in UL and DL as specified in table 6.3.1 in TR 26.298 and can be determined by file-size and arrival rate.

Packet delay budget (PDB)
Packet delay budget (PDB) can be defined as the time interval between a packet arriving at the base station to the time the entire packet is successfully received at the UE.

Packet error rate (PER)
Packet error rate (PER) is a measure of reliability and is the percentage of packets that are successfully received at the UE within the PDB

Proposal-2: Consider target data-rate, packet delay budget and target packet-error rate as 3 dimensional XR service requirements
4.2 Key performance indicators (KPIs)

XR service coverage can be measured by the fraction of UEs that are able to satisfy the given set of XR requirements. The service coverage depends on traffic, load, deployment scenarios etc. 

Proposal-3: XR service coverage can be demonstrated by the fraction of UEs that are able to satisfy a given set of XR requirements

4.3 Initial observations from simulations  
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[bookmark: _Ref54372775]Figure 6: Periodic and random packet arrival
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[bookmark: _Ref54372778]Figure 7: packet interarrival distribution



We have used a random packet arrival (Poisson distribution) and a periodic packet arrival to compare network performance as shown in Figure 6 and Figure 7 – in both cases mean packet arrival rate is 50 fps. We have used different file-sizes from 5kbytes – 20 kbytes and PER is considered to be 1%

4.3.1 Packet delay or service time

For a given UE, every packet has its own service time (packet delay) and the average delay across all packets for the UE is the average UE service time. The UE service time depends on geometry as shown in Figure 8 and the minimum service time is limited by UE geometry. In Figure 9 we show that service time increases with increase in traffic load at the scheduler for both random and periodic traffic arrival
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[bookmark: _Ref54373250]Figure 8: packet delay and dependence on geometry
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[bookmark: _Ref54373342]Figure 9: average packet delay as a function of load




4.3.2 PER (Reliability)

The cell throughput vs. successful UE fraction to meet the requirements with a reliability of 99% is evaluated for different PDB and traffic arrivals as shown below in Figure 10 and Figure 11.
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[bookmark: _Ref54374140]Figure 10: Successful UE fraction vs # of UEs (periodic packet arrival)
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[bookmark: _Ref54374142]Figure 11: Successful UE fraction vs # of UEs (random packet arrival)




A packet received at a UE with a delay larger than the packet delay budget (PDB) of 30ms/50ms for random traffic arrival and 10ms/20ms for periodic traffic arrival is counted as a packet error. The PER is set to 1% (reliability 99%). The results show that the fraction of successful UEs in the system depends significantly on load and PDB.

Service coverage is limited by low geometry users – Deep cell edge UEs and UEs with high penetration loss. 

4.3.3 File-size (Data rate) 

Data-rate is modelled by file-size. The file-sizes used in the simulations are 5Kbytes and 10Kbytes with the same arrival rate of 50 packets/second. The results are shown in Figure 12:
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[bookmark: _Ref54374367]Figure 12: Successful UE fraction vs PDB
4.3.4 Dependence on SINR
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[bookmark: _Ref54374497]Figure 13: avg. PER vs SINR threshold based on geometry

For the evaluation of SINR dependence, file size of 5Kbytes at 50packets/second is used. In Figure 13 the x-axis is SINR threshold based on geometry. Based on a particular SINR threshold value a group of UEs are selected for statistics collections and it is a rough way to look at admission control or restriction on service availability. The y-axis is the mean PER used to illustrate the SINR dependence of PER. From the above figure, it is evident that service coverage is limited by low geometry UEs in the system. 

5.  Conclusions

Proposal-1: A simplified baseline DL model (media) is to consider periodic traffic (arriving at framerate) together with a truncated distribution for packet size. The addition of randomness to this periodic traffic burst due to jitter might be required.

Proposal-2: Consider target data-rate, packet delay budget and target packet-error rate as 3 dimensional XR service requirements

Proposal-3: XR service coverage can be demonstrated by the fraction of UEs that are able to satisfy a given set of XR requirements
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Appendix – Simulation assumptions	

	Parameter
	Value

	Scenarios
	Dense Urban 

	Carrier frequency
	3.5 GHz

	Bandwidth 
	20 MHz 

	Subcarrier spacing
	15 KHz

	File Size 
	5-20 KBytes

	Device deployment
	80% outdoor, 20% indoor

	UE speed
	3 km/h

	BS Antennas 
(M,N,P,Mg,Ng)
	For 16T: (8,1,2,1,4)


	UE Antennas 
(M,N,P,Mg,Ng)
	For 2R: (1,1,2,1,2)

	Down-tilt
	100 degrees

	UE antenna pattern
	Omnidirectional

	TX Power
	BS : 44 dBm, UE:23dBm

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	MU-MIMO 

	Max modulation
	256QAM
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