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Introduction
[bookmark: _Hlk510705081]RAN#89 decided to initiate the RAN1 work on XR evaluations for NR study item [1]:
	4.1	Objective of SI or Core part WI or Testing part WI
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
1. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
1. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
1. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution we present our initial views on Applications, Traffic Model and Evaluation Methodology for XR evaluations for NR.
Discussion
There are many applications and platforms for eXtended Reality (XR) and Cloud Gaming (CG) that have been developed. They mainly differ in the way elements composing XR and CG applications are deployed in the system and the type of experience for the final user (e.g., uncontrolled versus controlled scenario). As discussed in [2,6], the applications, configurations, and architectures result in different traffic profiles and requirements in terms of QoS characteristics and parameters like data rate, packet delay budget, packet error rate. Hereafter, we discuss the main applications that will be investigated in this study, the traffic models that capture XR and CG applications, the evaluation methodology with the definition of the KPIs that shall be considered to draw conclusions, and the deployment scenarios that need to be considered in the evaluation.
XR and CG applications
As starting point for this study, we consider three applications: Virtual Reality, Augmented Reality, and Cloud Gaming. VR is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world to an observer or user. AR is when a user is provided with additional information or artificially generated items or content overlaid upon their current environment. CG is when a user plays a game executed on a remote server. All three applications generate upstream and downstream traffic flows to exchange media content and commands with a remote server. Clause 6 of TR26.928 [2] and [7] describe main rendering and media centric architectures for VR and AR applications like “Viewport dependent streaming” (VR1), “Split Rendering: Viewport rendering with Time Warp in device” (VR2), “XR Distributed Computing” (AR1), and “XR Conversational” (AR2).
According to discussions of the study [7], the main applications and architectures whose performance shall be analyzed are VR, AR, and CG. Indeed, this set of applications, which also defines rendering and media centric architectures, covers most QoS requirements and configurations of XR and CG. XR and CG applications can be implemented using similar architectures and protocols that in turn define their traffic profiles according to Table 1. Commands and 3D information usually generate low traffic, whereas video generates high volume of traffic. Furthermore, XR and CG applications can be built using on-demand (DASH) or real-time (RTP) streaming protocols, which are based on connection oriented (TCP) and connection-less (UDP) protocols, respectively. Typical parameters that shall be used in this study are detailed in next sections.
	
	
	Uplink

	
	
	Commands/3D Information
(e.g., 6DoF, requests, commands)
	Video

	Downlink
	Video
	VR,CG
(Option 1)
	AR
(Option 2)

	
	3D Information
(e.g., 3D object models)
	AR
(Option 4)
	VR,AR
(Option 3)


[bookmark: _Ref54271050]Table 1 – Options to implement VR, AR, and CG applications. These options define the traffic profile in uplink and downlink.

Observation 1: VR, AR, and CG share the same technology for exchanging commands and streaming media content. Generic traffic models can be built according to four different options as indicated in Table 1. 
Observation 2: VR, AR, and CG can be divided into two main categories: (i) on-demand and (ii) real-time streaming, which are essentially based on connection oriented (TCP) and connection-less (UDP) protocols, respectively.

Traffic models
In this section we describe the traffic models for typical XR applications and use cases that shall be considered in this study.
Virtual Reality
VR1: Viewport-dependent streaming
In the viewport dependent delivery case, following the architecture defined in clause 6.2.3 in TR 26.928 [2] and clause 4.3 in TS 26.118 [6], the tracking information is processed in the XR device hosted by the UE, but the current pose information is provided to the XR delivery engine in order to include the pose information in the adaptive media requests. Media requests, which are generated based on pose and tracking information, are communicated to the XR Server using HTTP requests transmitted on top of TCP protocol. The XR pose and additional information may be shared with the XR content delivery in order to only access the information that is relevant for the current viewports. Tracking and sensor data are processed in the XR device for XR rendering, and the media is adaptively delivered/requested based on the XR viewport. A reduced or a viewport optimized scene is delivered and only a reduced scene is processed. Examples include an object that is not visible is not delivered, or only delivered in low quality, or that only the part of the object that is in the viewport is delivered with the highest quality.
Viewport-dependent streaming technologies are typically built based on adaptive streaming allowing to adjust quality to the available bitrate according to implementation Option 1 in Table 1. The knowledge of tracking information in the XR Delivery receiver adds another adaptation parameter to the set of bitrates, latencies, complexity, and quality. Therefore, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged periodically in viewport-dependent streaming. 
To summarize, DL and UL traffic for viewport-dependent streaming based on HTTP streaming protocol shows the following profile:
· UL: XR media content is downloaded from the XR server using HTTP protocol. Requests, which can be generated periodically or when certain conditions occur (e.g., large 6DoF variation, user command), need to be received within a certain delay and their loss cannot be tolerated. Typical request size and period are 100 bytes and 100-200ms, respectively.
· DL: XR media content is sent by the XR server to the XR devices through HTTP responses. The sequence of responses generates bursty traffic with average rate depending on the video quality, framerate, and codec. Typical bitrates are 10 Mbit/s for 720p, 25-30 Mbit/s for 1080p, and 40-45 Mbit/s for 4K. Evaluating only VR1 services at 4K quality shall provide enough insights to assess the limits of NR.
Table 2 provides the parameters of the traffic sources modelling DL and UL traffic for applications belonging to the category “VR1: Viewport-dependent streaming”. These parameters shall be considered in this study. Since the streaming protocol is based on HTTP, TCP shall be used as a transport protocol for this study. In particular, the TCP CUBIC [8] shall be used for the analysis due to its wide adoption in commercial devices.  
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	Periodic traffic

	Rate
	HEVC @ 60 fps:
· 4K: 43 Mbit/s
	Period = 1/X, X=100-200ms

	PDB
	10ms
	10ms

	PER
	1e-4
	1e-4

	Packet size
	1500 byte
	100 bytes

	Packet size distribution
	Constant
	Constant

	Transport protocol
	TCP (DASH/HTTP)
	TCP (DASH/HTTP)


[bookmark: _Ref53915248]Table 2 – DL and UL traffic model for “VR1: Viewport-dependent streaming”.
VR2: “Split Rendering: Viewport rendering with Time Warp in device”
Split rendering refers to the case where the XR graphics workload is split between the XR device and the XR server (in the cloud or the edge). The XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. The viewport is pre-dominantly rendered in the XR server, but the device is able to do internal processing for pose correction, using techniques such as asynchronous time warp (ATW), in order to preserve low motion-to-photon latency requirements (of at most 20 ms). The typical implementation of VR2 applications follows the paradigm of Option 1 as for VR1. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause 4.2.2 in TR 26.928 [2], the end-to-end latency between the user motion and the rendering is typically 50-60ms. This determines the latency requirements for the 5G delivery.
The data rate depends on the content format and rendering. Rasterized 3D scenes available in frame buffers are provided by the XR engine and need to be encoded, distributed, and decoded. According to clause 4.2.1 in TR 26.928 [2], relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps. The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV (Luminance-Bandwidth-Chrominance) signals may be considered. 
It is known from experiments that with the available codec for 2D compression, H.264/AVC, the bitrates are in the order of 50 Mbps per eye buffer for a video format of 4K at 60 fps, whereas H.265/HEVC can increase the compression leading to expected bitrates of 25-30 Mbps under the same video format assumptions. It is expected that this can be reduced to lower bitrates with improved compression tools (see clause 4.5 in TR 26.928 [2]) but higher quality requirements may absorb the gains. It is also known that this is both content and user movements dependent, but it is known from experiments that 50 - 100 Mbps is a valid target bitrate for split rendering.
Regular stereo audio signals are considered, requiring bitrates that are negligible compared to the video signals.
Although the already existing 5QI value number 80 with 10 ms may be suitable for VR2 cases, it is part of the non-GBR bearers (see clause 4.3.3 in TR 26.928[2]). In addition, it is unclear whether the 10 ms with such high bitrates and low required error rates may be too stringent and resource consuming. Hence, for simple split rendering with AWT, suitable 5QIs may have to be defined addressing the latency requirements in the range of 10-20 ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently.
The uplink traffic is predominantly the pose information, see clause 4.1 in TR 26.928 [2] for details. Data rates are several 100 kbit/s and the latency should be small in order not to add to the overall target latency.
Table 3 provides the parameters of the traffic sources modelling DL and UL traffic for applications belonging to the category VR2: “Split Rendering: Viewport rendering with Time Warp in device”. These parameters shall be considered in this study.
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	CBR

	Rate
	50-100 Mbps
	Several 100 kbps

	PDB
	20 ms
	 < 10 ms

	PER
	1e-4
	1e-4

	Packet size
	1500 byte
	100 bytes

	Packet size distribution
	Constant
	Constant


[bookmark: _Ref54026920]Table 3 - DL and UL traffic model for VR2: “Split Rendering: Viewport rendering with Time Warp in device”.
Augmented Reality
AR1: “XR Distributed Computing” 
XR Distributed Computing as defined in clause 6.2.7 in TR 26.928 [2] can be considered as both, an AR or a VR use case. Here, we focus on the AR Distributed Computing. Depending on network conditions and device capabilities, XR Distributed Computing applications can be built according to three implementation options indicated in Table 1, as follows:
· Option 2: The AR device encodes its camera video signals and sends them to the XR server. The XR server decodes the video and performs the tracking of the AR device. It renders the 2D/3D objects into the video, encodes them and sends the encoded video to the XR device. After decoding the video, the XR device displays the video with the rendered 2D/3D objects.
· Option 3: The AR device encodes its camera video signals and sends them to the XR server. The XR server decodes the video and performs the tracking of the AR device. Using the tracking information, the XR server generates the 2D/3D scene, encodes the scene and sends it together with metadata to the AR device. The AR device decodes the XR scene and uses the metadata to render the XR scene into the local video.
· Option 4: The AR device estimates its pose based on internal sensors and sends this pose to the XR server. The server uses this pose information to render the XR scene, converts the scene into a simpler format as 2D or 3D media with metadata and sends it to the device. The XR client decodes the media and generates an AR scene which overlays the 3D object in the 2D video. Typical object sizes are 10 kbit and 10 Mbit for small and very large 3D objects, which are sent at a low frequency since 3D object representations are downloaded only once and stored in the XR device.

Observation 3: Implementation of Option 4 generates very low traffic both in UL and DL. Therefore, this option is not interesting for this study and shall not be considered since it expected to have low impact on NR.
Table 4 provides the parameters of the traffic sources that model DL and UL traffic for applications belonging to the category “AR1: XR Distributed Computing”. These parameters shall be considered in this study.
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3 (option 2), CBR (option 3)
	FTP Model 3 (option 2,3)

	Rate
	Option 2:
HEVC @ 60 fps:
· 4K: 43 Mbit/s
Option 3: 
· 10 kbit (small object) every 5s
· 10 Mbit (large object) every 5s
	Option 2,3:
HEVC @ 60 fps:
· 720p: 10 Mbit/s
· 1080p: 29 Mbit/s
· 4K: 43 Mbit/s

	PDB
	10ms
	10ms

	PER
	1e-6
	1e-6

	Packet size
	1500 byte
	1500 byte

	Packet size distribution
	Constant
	Constant

	Transport protocol
	UDP (RTP)
	UDP (RTP)


[bookmark: _Ref53923396]Table 4 - DL and UL traffic model for “AR1: XR Distributed Computing”.
AR2: “XR Conversational”
The XR Conversational use case is based on clause 6.2.8 in TR 26.928 [2]. In an XR conversational and conference service, users participate in a conference call by either wearing an HMD or by using an AR device such as AR glasses. Due to the limited processing capabilities and power constraints of the XR devices, several processing steps are offloaded to servers. Therefore, AR2 applications are implemented following the principle of Option 4. However, in contrast to AR1 from 2.2.2.1, the call setup phase is different. During the setup phase, the 3D models or avatars of the call participants might have to be downloaded. With this initial download of high-quality models with detailed textures, a large amount of bandwidth on DL can be saved as only the keypoints keeping track of the movement have to be transmitted. This requires however computational power on the device side. If the initial download of high-quality models is omitted, the traffic profiles are similar to 2.2.2.1.
 Cloud Gaming
Cloud Gaming platforms permits to play games, which are executed on a remote server, on a smartphone, PC or TV equipped with a dedicated controller. These online platforms share the same technology used to develop VR and AR applications (protocols, rendering system, control, architecture, etc.) and are implemented according to Option 1.
Google Stadia is a very demanding application for mobile networks and networks in general. It uses WebRTC to establish a real-time communication session between client and server. The transport protocol is GQUIC Q046, which is encrypted. Therefore, Stadia connections can only be semi-reliably identified through the combination of a known Google IP address (IPv4/IPv6) and UDP ports 44700 (video+audio stream) 44732 (control commands). Stadia performs a connection check that requires the connection to have at least 10 Mbit/s of available bandwidth, at the highest a 75ms RTT to the Stadia server and no more than 15% downstream packet loss.
All content is streamed at 60 FPS using either the VP9 or H.264 codecs for video depending on available client hardware decoder and the OPUS codec for audio. Under ideal circumstances, namely with a connection that can provide approximately 45 Mbit/s of data rate without further impairments and VP9 hardware decoder at the client, Stadia will stream certain games with 4K resolution. If these conditions are not met, the resolution of the video stream is downscaled to 1080p or even 720p, which require approximately 30 Mbit/s or 10 Mbit/s, respectively.
CG platforms check frequently the connection parameters through WebRTC’s QoS feedback channel generating approximately 1Kbit/s of traffic both in UL and DL. Given the low volume of traffic compared to channels for video+audio and commands, this feedback channel can be omitted by this study.
While tolerant to small violations of the above QoS parameters for an active session, a user connection will be dropped if any of the QoS parameters becomes significantly worse for a sustained period of time.
Table 4 summarizes the main parameters of the traffic sources that model DL and UL traffic for applications belonging to the category “Cloud Gaming”. These parameters shall be considered in this study.
	
	DL Traffic Model
	UL Traffic Model

	Traffic model
	FTP Model 3
	CBR

	Rate
	HEVC @ 60 fps:
· 720p: 10 Mbit/s
· 1080p: 29 Mbit/s
· 4K: 43-45 Mbit/s
	0.2-0.7 Mbit/s

	PDB
	10ms
	10ms

	PER
	1e-4
	1e-4

	Packet size (interval)
	1200 byte
	100 byte

	Packet size distribution
	Constant
	Constant

	Transport protocol
	UDP (GQUIC)
	UDP (GQUIC)


[bookmark: _Ref54027037]Table 5 - DL and UL traffic model for “Cloud Gaming”.

The analysis of the traffic requirements for the definition of the traffic models of XR and CG applications leads to the following observations:
Observation 4: QoS parameters and data rate of XR/CG applications depends on the quality of the media content. QoS requirements like data rate, PDB, and PER are similar across VR, AR and CG applications.
Observation 5: DL and UL traffic profiles of XR/CG applications depends also on the type of architecture used to perform pose/6DoF tracking and rendering functions.
According to the analysis and observations discussed in this section, we make the following proposal for the traffic models of XR and CG applications:
Proposal 1: Adopt the traffic models and associated QoS requirements described in Table 2 and Table 3 for VR applications. 
Proposal 2: Adopt the traffic model and associated QoS requirements described in Table 4 for AR applications. 
Proposal 3: Adopt the traffic model and associated performance requirements in Table 5 for CG applications. 
Evaluation methodology and KPIs
The objective of this study is to analyze whether and how well Rel-15 and Rel-16 NR networks can support high throughput, low latency and high reliability requirements of XR and CG applications in different network configurations and deployments. To this end, the focus of this study shall be on the analysis of the system capacity in order to identify limits and possible enhancements.
Key performance indicators (KPIs) that permit to evaluate XR and Cloud Gaming services over NR and are divided into two categories: (i) UE metrics and (ii) System-wide metrics. Note that in the definition of the KPIs the term packet refers to the piece of information generated and consumed by a XR/CG application. For example, in RTP-based streaming services a packet corresponds to an RTP packet, whereas for DASH-based streaming services a packet corresponds to a segment (i.e., a file containing a fixed duration of a portion of the 3D video).
UE metrics
1. Percentage of DL packets delivered within a certain PDB: fraction of DL packets that have been correctly received within the preconfigured PDB with respect to the packets generated by the XR application during the simulation time. Packets whose transmission has not been simulated should be excluded from the computation (e.g., packets still in a queue when the simulation ends).
2. Percentage of UL packets delivered within a certain PDB: fraction of UL packets that have been correctly received within the preconfigured PDB with respect to the packets generated by the XR application during the simulation time. Packets whose transmission has not been simulated should be excluded from the computation (e.g., packets still in a queue when the simulation ends).
3. DL throughput: ratio between number of DL packets (or bytes) delivered within a certain PDB and the simulation time. Packets whose transmission has not been simulated should be excluded from the computation.
4. UL throughput: ratio between number of UL packets (or bytes) delivered within a certain PDB and the simulation time. Packets whose transmission has not been simulated should be excluded from the computation.

System metrics
1. Number of supported XR UEs: number of XR users whose requirements in terms of DL throughput and UL throughput can be fulfilled in a given network deployment, traffic characteristics, and radio characteristics.

The analysis of KPIs for XR and CG applications leads to the following observation and two approaches to evaluate the system capacity:
Observation 6: Performance of an XR/CG session can be captured observing whether throughput and other QoS parameters like PDB and PER can be fully satisfied. Furthermore, XR/CG system throughput can be measured by counting how many UEs each running a XR/CG session can be fully satisfied.
Approach 1: Deploy X (e.g., X=10) UEs per cell each with 1 XR/CG session. Find how many UEs (i.e., XR/CG sessions) can be fully supported and the distribution of the KPIs. The number X of UEs or equivalently the overall traffic should be larger than the system capacity. UEs (or traffic in case of heterogeneous services) should be equally distributed across the cell in order to have fairly the same load per cell. Multiple runs with different UE positions shall be considered since cell-edge UEs may not be supported from the beginning due to the low channel quality. This approach is the baseline to evaluate the system capacity for XR and CG applications.
Approach 2: Deploy 1 UE per cell with 1 XR/CG session and check if it can be supported by analyzing the main requirements. Then, deploy 2 UEs per cell each with 1 XR/CG session and check if both can be supported. Continue increasing the number of UEs (each with 1 XR/CG session) until the number of XR UEs is high enough that they cannot all be supported. UEs (or traffic in case of heterogeneous services) should be equally distributed across the cell in order to have fairly the same load per cell. Multiple runs with different UE positions should be considered since cell-edge UEs may not be supported from the beginning due to the low channel quality. This approach permits to assess the limits of the capacity region of the system.
According to the discussion and observations in this section, we make the following proposal for the evaluation methodology and KPIs used to draw conclusions in this study:
Proposal 4: Related to evaluation methodology, Approach 1 (in Section 2.3) shall be used as baseline, whereas the second Approach 2 (in Section 2.3) may also be used to evaluate the maximum system capacity.
Deployment scenarios
Two deployment scenarios are considered for evaluating the performance of XR and CG services, as quoted in [4], Annex A.2: (1) Indoor Hotspot (InH) and (2) Urban Macro (UMa). The InH deployments is the baseline option for XR application, while the UMa deployment evaluation cover the cases where users are wearing AR glasses in outdoor.
Observation 7: Use cases for XR and CG services cover both indoor and outdoor application scenarios.
Indoor hotspot (InH)
[bookmark: _Hlk54290132]The InH deployment option features 12 BSs deployed in an indoor hall sized 120m x 50 ms. BSs are placed in two rows, inter-spaced by 20 meters in the vertical and horizontal axes. The carrier frequency is set to 4 GHz. The frequency duplexing (FDD) is used over the 4 GHz carrier frequency (just for the baseline evaluation purposes). The smallest scheduable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 KHz. The TTI size is set to either 7 or 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). A 4 x 4 antenna setup is used with LMMSE-IRC receiver at both the gNB and UE, respectively. Table 6 lists the main parameters for the InH network deployment considered in this study. Other detailed parameters are provided in Annex A.2. Note that parameters listed in Table 6 redefine those defined in Annex A.2 for this study.
	Parameters
	Value

	Inter-BS distance
	20m

	Channel Model
	Industrial factory channel model (InF)

	Carrier frequency
	4 GHz

	SCS 
	30 kHz

	Simulation bandwidth 
	FDD (only for evaluation purposes): 40 MHz (DL), 40MHz (UL)

	Layout
	Single layer (38.802), 12 BSs per 120 m x 50 m
[image: ]

	BS antenna configurations
	4 Tx/4 Rx antenna ports 1  

	BS height
	3 meters, and hall height: 10 meters

	BS receiver
	MMSE-IRC as the baseline receiver

	UE antenna configuration
	2 Tx/4 Rx antenna ports 1

	UE height
	1.5 meters

	Transmit power
	BS: 30 dBm, UE: 23 dBm

	UE receiver
	MMSE-IRC as the baseline receiver

	UE speed
	3 kmph

	Link adaptation
	DL: Adaptive coding and modulation selection (MCS) [QPSK to 256 QAM]
UL: Adaptive coding and modulation selection (MCS) [QPSK to 64 QAM]

	OLLA BLER Target of first transmission
	1% 

	HARQ settings
	Asynchronous chase combining with maximum 3 HARQ retransmissions

	Max Rank (Rank Adaptation)
	DL: dynamic rank adaptation (up to 2 streams per UE)
UL: rank 1

	Number of symbols per TTI
	14 (1 symbol for control)

	CQI reporting period [ms]
	2 ms

	Core network delay
	0 ms

	UE Processing Category
	Processing Capability 2 (38.214), a.k.a URLLC 

	Packet scheduling
	Latency and frequency aware [9]

	RLC
	Transparent mode

	UL power control
	Open Loop, ,  dBm

	Network layer settings
	UDP, TCP CUBIC, 1500 Bytes MTU 2


[bookmark: _Ref54028624]Table 6 - Main parameters for Indoor Hotspot (InH) deployment
1 Refer to Appendix A.2 for further details
2 Refer to Section “2.2 Traffic Models” for further information
Macro Deployment (UMa)
For UMa deployment option, a 21 cell (in a wrap-around) setup is suggested with inter-site distance of 200 meters. The baseline radio parameters follow the same setup as the InH case, i.e., SCS, TTI size, carrier frequency, channel bandwidth, and MCS selection. The transmit power of the gNBs and the UE uplink power control settings are adjusted for UMa case, i.e., 43 dBm for gNB transmit power and  dBm for UE open loop power control. Table 7 lists the main parameters of the InH deployment that shall be considered in this study. Other detailed parameters are provided in Annex A.2. Note that parameters listed in Table 7 redefine those defined in Annex A.2 for this study.
	Parameters
	Value

	Inter-BS distance
	200m

	Channel Model
	3GPP 3D spatial channel model [TR 38.901]

	Carrier frequency
	4 GHz

	SCS 
	30 kHz

	Simulation bandwidth 
	FDD (only for evaluation purposes): 40 MHz (DL), 40MHz (UL)

	Layout
	7 BSs, 21 cells, wrap-around
[image: ]

	BS antenna configurations
	4 Tx/4 Rx antenna ports 1 

	BS height
	25 meters

	BS receiver
	MMSE-IRC as the baseline receiver

	UE antenna configuration
	2 Tx/4 Rx antenna ports 1

	UE height
	1.5 meters

	Transmit power
	BS: 43 dBm, UE: 23 dBm

	UE receiver
	MMSE-IRC as the baseline receiver

	UE speed
	3 kmph

	Link adaptation
	DL: Adaptive coding and modulation selection (MCS) [QPSK to 256 QAM]
UL: Adaptive coding and modulation selection (MCS) [QPSK to 64 QAM]

	OLLA BLER Target of first transmission
	1% 

	HARQ settings
	Asynchronous Chase combining with maximum 3 HARQ retransmissions

	Max Rank (Rank Adaptation)
	DL: dynamic rank adaptation (up to 4 streams per UE)
UL: rank 1

	Number of symbols per TTI
	14 (1 symbol for control)

	CQI reporting period [ms]
	2 ms

	Core network delay
	0 ms

	UE Processing Category
	Processing Capability 2 (38.214), a.k.a URLLC 

	Packet scheduling
	Latency and frequency aware [9]

	RLC
	Transparent mode

	UL power control
	Open Loop, ,  dBm

	Network layer settings
	UDP, TCP CUBIC, 1500 Bytes MTU 2


[bookmark: _Ref54028671]Table 7 – Main parameters for Macro Deployment (UMa) deployment
1 Refer to Appendix A.2 for further details
2 Refer to Section “2.2 Traffic Models” for further information
According to the discussion related to network deployments in this section, we make the following proposal for this study:
Proposal 5: Prioritize Indoor Hotspot (InH) and Urban Macro (UMa) as network deployment scenarios with the default parameters and simulation settings in Tables 6 and 7 (see Section 2.4).
Conclusion
In this contribution, we discussed the potential directions for the study on XR evaluations for NR in Rel-17. The following observations have been made:
Observation 1: VR, AR and CG share the same technology for exchanging commands and streaming media content between the UE and a remote server. These technologies can be built according to four different options depending on the type of information exchanged between the XR device and the XR server, as indicated in Table 1. 
Observation 2: VR, AR and CG can be divided into two main categories: (i) on-demand and (ii) real-time streaming, which are essentially based on connection oriented (TCP) and connection-less (UDP) protocols, respectively.
Observation 3: Implementation option 4 generates very low traffic both in UL and DL. Therefore, this option is not interesting for this study and shall not be considered since it expected to have low impact on NR.
Observation 4: QoS parameters and data rate of XR/CG applications depends on the quality of the media content. QoS requirements like data rate, PDB, and PER are similar across VR, AR and CG applications.
Observation 5: DL and UL traffic profiles of XR/CG applications depends also on the type of architecture used to perform pose/6DoF tracking and rendering functions.
Observation 6: Performance of an XR/CG session can be captured observing whether throughput and other QoS parameters like PDB and PER can be fully satisfied. Furthermore, XR/CG system throughput can be measured by counting how many UEs each running a XR/CG session can be fully satisfied.
Observation 7: Use cases for XR and CG services cover both indoor and outdoor application scenarios.
According to Observations 1-5, we make the following proposals for the traffic models that shall be used to study XR and CG applications: 
Proposal 1: Adopt the traffic models and associated QoS requirements described in Table 2 and Table 3 for VR applications. 
Proposal 2: Adopt the traffic model and associated QoS requirements described in Table 4 for AR applications. 
Proposal 3: Adopt the traffic model and associated performance requirements in Table 5 for CG applications. 
According to Observation 6, we make the following proposal for the evaluation methodology and KPIs used to draw conclusions:
Proposal 4: Related to evaluation methodology, Approach 1 (in Section 2.3) shall be used as baseline, whereas the second Approach 2 (in Section 2.3) may also be used to evaluate the maximum system capacity.
Finally, according to Observation 7, we make the following proposals for the network deployments that shall be evaluated in this study:
Proposal 5: Prioritize Indoor Hotspot (InH) and Urban Macro (UMa) as network deployment scenarios with the default parameters and simulation settings in Tables 6 and 7 (see Section 2.4).
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[bookmark: _Toc493091920]A.2	System level simulation assumptions [4]
[bookmark: _Toc493091921]A.2.1	General assumption
This subclause describes the reference deployment scenarios for the different system evaluations. The general system evaluation assumptions for Indoor hotspot, Dense urban, Rural, Urban macro, and High-speed train are provided in Tables A.2.1-1, A.2.1-2, and A2.1-3. 
The BS and UE antenna configurations are also provided in Tables A.2.1-4 to A2.1-8.
For Indoor hotspot, ceiling mounted TRP deployment is adopted. The following three options can be considered.
-	Option 1 (baseline at least for calibration): Boresight direction is perpendicular to the ceiling. Antenna model is taken from Wall-mount (90 degree HPBW in azimuth and zenith) in Table A.2.1.7.
-	The number of sites is 3 and 12. Placement of 12 sites is the same as TR 38.901 [15]. Placement of 3 sites is according to Figure A.2.1-1.
-	Antenna array baseline configuration:
-	 (M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH = dV = 0.5 λ for 4GHz
-	 (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH = dV = 0.5 λ for 30GHz
-	 (M, N, P, Mg, Ng) = (8, 16, 2, 1, 1), dH = dV = 0.5 λ for 70 GHz
-	Option 2: Three sectors (example below). Antenna model is taken from 3-sector in Table A.2.1.7. (65 degree HPBW in Azimuth and zenith).
-	Used antenna tilt should be reported by each company. 
-	The number of sites is 3 and 12. Placement of 12 sites is the same as TR 38.901 [15]. Placement of 3 sites is according to Figure A.2.1-1.
-	Antenna array baseline configuration:
-	Same as Option 1
-	Boresight direction is according to TR 38.901 [15]
-	Option 3: Boresight direction is perpendicular to the ceiling. Omni antenna model is applied for 4 GHz.
-	The number of sites is 3 and 12. Placement of 12 sites is the same as TR 38.901 [15]. Placement of 3 sites is according to Figure A.2.1-1.
-	Antenna array baseline configuration:
-	(M, N, P, Mg, Ng)  = (1, 1, 2, 1, 1) for 4GHz.
For Dense urban, the following Option 1 and Option 2 are adopted with one sector deployment for micro cell TRP deployment in dense urban scenario, i.e.,
-	Option 1 : Omni in horizontal, directional in vertical (5dBi gain, HPBW 40°, vertical tilt 90°, Am =20dB, SLAV=30dB) 
-	Dropping in the center of the hotspot area
-	Option 2: Directional in horizontal, directional in vertical (8dBi gain, HPBW = 65°, vertical tilt 90°, Am =30dB, SLAV=30dB)
-	One-sector deployment
-	Dropping of TRP and TRP antenna orientation according to the following three steps as described in TR 36.897 (non co-channel hetnet deployment)
Step 1: Randomly drop TRP centers around the TRP cluster center within a radius of R; and consider the minimum distance between TRP centers (Dmicro-TRP).
Step 2: Randomly deploy TRP antennas on area circle with the radius of half of Dmicro-TRP.
Step 3: Determine the horizontal angle of the TRPs with the planer facing to the TRP center.
-	Number of Tx antennas at micro cell TRP: 
-	Baseline: (M, N, P, Mg, Ng)  = (8, 8, 2, 1, 1), (0.5, 0.8)λ for 4GHz
The distance (din+dout) from a UE to the closest TRP shall not exceed R (UE dropping radius). The minimum distance between Macro TRP and UE is 10m and that between Micro TRP and UE is 10m. The minimum distance between TRPs and UE cluster radius are also defined in Table A.2.1-9.

Table A.2.1-1: System level evaluation assumptions for Indoor hotspot, Dense urban, Rural, and Urban macro

	Parameters
	Indoor hotspot
	Dense urban
	Rural
	Urban macro

	Layout
	Single layer
Indoor floor: (12BSs per 120m x 50m)
Candidate TRP numbers: 3, 6, 12
	Single layer:
Macro layer: Hex. Grid
	Single layer
Macro layer: Hex. Grid

	Single layer
Macro layer: Hex. Grid

	Inter-BS distance 
	20m
	Macro layer: 200m
	1732m for 4GHz and 1732m and 5km for 700 MHz
	500m

	Carrier frequency 
	4GHz, 30GHz, and 70GHz 
	Macro layer: 4GHz and 30GHz
Micro layer: 30GHz and 4GHz; 70 GHz (optional)
	4GHz and 700MHz
	4 GHz and 30GHz

	Aggregated system 
bandwidth
	4GHz: Up to 200MHz (DL+UL)
30GHz or 70GHz: Up to 1GHz (DL+UL) 
	4GHz: Up to 200MHz (DL+UL) 
30GHz and 70 GHz: Up to1GHz (DL+UL)
	700MHz: Up to 20MHz(DL+UL)
4GHz: Up to 200MHz (DL+UL)
 (Consider larger aggregated system bandwidth if 20MHz 
cannot meet requirement)
	4GHz: Up to 200 MHz (DL+UL)
30GHz: Up to 1GHz (DL+UL)

	Simulation bandwidth
	20MHz per CC below 6GHz and 80 MHz per CC above 6GHz 
Note: For FDD, simulation BW is split equally between UL and DL
Note: UE TX power scaling will impact final results

	Channel model
	Below 6GHz: ITU InH
Above 6 GHz: 5GCM office 
Note: When 5GCM is found to be applicable to below 6GHz, 5GCM should be used 
	Below 6GHz: 3D UMa (Macro layer) and 3D UMi (Micro layer)
Above 6GHz: 5GCM UMa (Macro layer) and UMi-Street canyon (Micro layer)
Note: When 5GCM is found to be applicable to below 6GHz, 5GCM should be used
	ITU Rural
	Below 6GHz: 3D UMa
6 GHz: 5GCM UMa
Note: When 5GCM is found to be applicable to below 6GHz, 5GCM should be used

	BS Tx power 
	Below 6GHz: 24dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 24dBm
Above 6GHz: 23 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 23dBm
EIRP should not exceed 58 dBm(*)
	Macro layer:
Below 6GHz: 44 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 44 dBm
Above 6GHz: 40 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 40 dBm
Micro layer:
4 GHz: 33dBm for 20MHz system bandwidth
Above 6GHz: 33 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 33 dBm. 
EIRP should not exceed 73 dBm and 68 dBm for the macro and micro layers respectively(*)
	49dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 49dBm

	Below 6GHz: 49dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 49dBm
Above 6GHz: 43dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 43dBm
EIRP should not exceed 78 dBm (*)

	UE Tx power 
	Below 6GHz: 23dBm
30GHz: 23dBm
70GHz: 21dBm
EIRP should not exceed 43 dBm (*)

	BS antenna configurations
	See Table A.2.1-4.

	BS antenna height 
	3m
	25m for macro cells and 10m for micro cells
	35 m
	25 m

	BS antenna element gain + connector loss
	See Table A.2.1-4

	BS receiver noise figure
	Below 6GHz: 5dB
Above 6GHz: 7dB

	UE antenna configuration
	See Table A.2.1-4.

	UE antenna height
	Follow TR36.873 

	UE antenna gain
	Follow the modeling of TR36.873

	UE receiver noise figure
	Below 6GHz: 9dB
Above 6GHz: 13dB (baseline performance), 10dB (high performance)

	Traffic model
	Full buffer and FTP model 1/2/3 with packet size 0.1 and 0.5Mbytes (other value is not precluded). 
Other traffic models are not precluded.

	Traffic load (Resource utilization)
	For baseline scheme: 25, 50 and 80% (other value is not precluded)

	UE distribution
	100% Indoor, 3km/h,
10 users per BS for full buffer traffic
	Step1 (**): Uniform/macro TRP (10 users per TRP for full buffer traffic) 
Step2 (**): Uniform/macro TRP + Clustered/micro TRP (10 users per TRP associated with macro cell geographical area for full buffer traffic. 2/3 users randomly and uniformly dropped within the clusters, 1/3 users randomly and uniformly dropped throughout the macro geographical area for FTP model 1/2/3, and 60 users for FTP model 2/3) (***) 
- 80% indoor (3km/h), 20% outdoor (30km/h) 
- In the case of full buffer, 10 users per TRP is the baseline. 20 users per TRP is not precluded.
- In case of outdoor (30km/h), penetration loss in-car is 9 dB (LN, σ = 5 dB).

Mix of O2I penetration loss models for higher carrier frequency
-	Option1
-	Low loss model – 80%
-	High-loss model – 20%
-	Option2
-	Low loss model – 50%
-	High-loss model – 50%
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h)
10 users per TRP for full buffer traffic
User distribution: Uniform
	20% Outdoor in cars: 30km/h,
80% Indoor in houses: 3km/h
10 users per TRP for full buffer traffic
(10 users per TRP is the baseline with full buffer traffic. 20 users per TRP with full buffer traffic is not precluded.)

Mix of O2I penetration loss models for higher carrier frequency
-	Option1
-	Low loss model – 80%
-	High-loss model – 20%
-	Option2
-	Low loss model – 50%
-	High-loss model – 50%

	UE receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	(*):	See Appendix in R1-164383 and R1-167533 for the derivation of maximum allowed EIRP. EIRP limit is only used for evaluation purpose in RAN1.
(**):	Step 1 shall be used for the evaluation of spectral efficiency KPIs. Step2 shall be used for the evaluation of the other deployment scenario dependant KPIs.
(***):	Companies are encouraged to investigate the ratio of UEs between the macro and micro cell geographical area depending on options for micro cell dropping (See Figures A.2.1-3 and A.2.1-4 and Table A.2.1-8)




Table A.2.1-4: Antenna configurations for below and above 6GHz
	
	Below 6GHz (700MHz, 4GHz)
	Above 6GHz (30GHz)

	TXRU mapping
	Per panel, reuse models in TR 36.897

Consider the following a TXRU to antenna elements mapping as examples
4GHz: the same as TR36.897
	Per panel, reuse models in TR 36.897. 
Consider the following a TXRU to antenna elements mapping as examples
30GHz and 70GHz: 
Option 1: a single TXRU is mapped per panel per polarization.
Option 2: a single TXRU is mapped per panel per subarray per polarization, 
- E.g., where a subarray consists of consecutive M/2 vertical antennas and N/2 horizontal antennas with the same polarization.
- Other subarray configurations are not precluded. 
Option 3: Fully connected TXRU mapping within a panel per polarization.
- Other Fully connected TXRU mapping is not precluded. 

For evaluating multi beam based approaches at 30GHz and 70GHz, consider the following:
- TXRU to antenna mapping weights are adjustable and used to steer the panel beam direction in multi beam based approaches in time domain.

	Number of BS antenna elements across all panels
	700MHz: Up to 64 Tx /Rx antenna elements 
4GHz: Up to 256 Tx /Rx antenna elements 
Note: Same as TR38.913
	30GHz: Up to 256 Tx /Rx antenna elements 
Note: Same as TR38.913
70GHz: Up to 1024 Tx /Rx antenna elements

	Number of UE antenna elements
	700MHz: Up to 4 Tx /Rx antenna elements 
4GHz: Up to 8 Tx /Rx antenna elements 
Note: Same as TR38.913
	30GHz: Up to 32 Tx /Rx antenna elements 
70GHz: Up to 32 Tx /Rx antenna elements
Note: Same as TR38.913

	BS (M, N, P, Mg, Ng)
	4GHz:
Dense urban and Urban macro:
- Baseline: (M, N, P, Mg, Ng) = (8, 8, 2, 1, 1).
- Note that for Urban macro, companies are also encouraged optionally to investigate larger panels, e.g. (8, 16, 2, 1, 1)
Indoor hotspot:
- Baseline: (M, N, P, Mg, Ng) = (4, 4, 2, 1, 1) 
	30GHz:
Dense urban and Urban macro:
- Baseline: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2). 
Indoor hotspot:
- Baseline: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1)
70GHz:
Dense urban:
- Baseline: (M, N, P, Mg, Ng) = (8, 16, 2, 2, 2) 
Indoor hotspot:
- Baseline: (M, N, P, Mg, Ng) = (8, 16, 2, 1, 1) 

	BS (dH,dV,dH,g,dV,g)
	4GHz:
Dense urban and Urban macro:
- Baseline: (dH, dV) = (0.5, 0.8)λ
Indoor hotspot:
- Baseline: (dH, dV) = (0.5, 0.5)λ
	30GHz:
Dense urban and Urban macro:
- Baseline: (dH, dV) = (0.5, 0.5)λ. (dg,H,dg,V) = (4.0, 2.0)λ
Indoor hotspot:
- Baseline: (dH, dV) = (0.5, 0.5)λ
70GHz:
Dense urban:
- Baseline: (dH, dV) = (0.5, 0.5)λ. (dg,H, dg,V) = (8.0, 4.0) λ. 
Indoor hotspot:
- Baseline: (dH, dV) = (0.5, 0.5)λ

	UE antenna model parameters
	Panel model 1: Mg = 1, Ng = 1, P = 2, dH = 0.5

	For UE with (Mg, Ng) directional antenna panels.
- Introduce (Ωmg,ng, Θmg,ng) for orientation of the panel (mg, ng), 0≤mg<Mg, 0≤ng<Ng, where the orientation of the first panel (Ω0,0, Θ0,0) is the same as UE orientation, Ωmg,ng is the array bearing angle and Θmg,ng is the array downtilt angle defined in [TR 36.873].

- For NR MIMO evaluation: 
 - Config 1: (Mg, Ng) = (1, 2); Θmg,ng=90°; Ω0,1=Ω0,0+180°; (dg,H, dg,V)=(0,0)
 - Config 2: (Mg, Ng) = (1, 4); Θmg,ng=90°; Ω0,1=Ω0,0+90°; Ω0,2=Ω0,0+180°; Ω0,3=Ω0,0+270°; (dg,H, dg,V)=(0, 0)
 - Other configurations can have panel specific position offset (dgH, mg, ng, dgV, mg, ng). Note in this case the notation of (Mg, Ng) does not leads to rectangular shape.
- UE orientation for mobile device (Ω0,0, Θ0,0)=(U(0°,360°), 90°); UE orientation for customer premise equipment (CPE) can be optimized 
- Each antenna array has shape dH=dV=0.5λ
 - Config 1 can be used with config a/b; Config 2 can be used with config c/d/e
 - Config a: (M, N, P) = (2, 4, 2), the polarization angles are 0 and 90
 - Config b: (M, N, P) = (4, 4, 1) , the polarization angle for even panel is 0° and for odd panel is 90°
 - Config c: (M, N, P) = (2, 2, 2), the polarization angles are 0° and 90°
 - Config d: (M, N, P) = (2, 4, 1) , the polarization angle for even panel is 0° and for odd panel is 90°
 - Config e: (M, N, P) = (1, 4, 2), the polarization angles are 0° and 90°
- The antenna elements of the same polarization of the same panel is virtualized into one TXRU

- Note: The channel coefficients for each UE panel can be generated using spatial channel model

	BS antenna element gain pattern
	According to TR36.873
	See Table A.2.1-6 and Table A.2.1-7

	UE antenna element gain pattern
	Omnidirectional
	See Table A.2.1-8

	Others
	TXRUs within a panel can be assumed to be synchronized and phase-calibrated (at least to the same level as in LTE).
It should be possible as one option to assume QCL between ports of two different panels of the same transmission points
Distances (dg,H, dg,V) between panels should be limited. 
NR evaluations consider both cases of phase-calibration and no phase-calibration between panels:
-	Phase offset of non-calibrated panel (either TRP or UE side) is modeled as a uniform distributed random variable between ().
-	Adopt the accumulated phase offset of non-calibrated panel pair in channel coefficients equation (7.21) and (7.26) in TR 38.901 [15].



Table A.2.1-6: 3-Sector BS antenna radiation pattern for above 6GHz
	Parameter
	Values

	Antenna element vertical radiation pattern (dB)
	

	Antenna element horizontal radiation pattern (dB)
	

	Combining method for 3D antenna element pattern (dB)
	

	Maximum directional gain of an antenna element GE,max
	8dBi



Table A.2.1-7: Indoor BS antenna radiation pattern for above 6GHz
	Parameter
	Values

	Single sector
	Antenna element vertical radiation pattern (dB)
	

	
	Antenna element horizontal radiation pattern (dB)
	

	
	Combining method for 3D antenna element pattern (dB)
	

	
	Maximum directional gain of an antenna element GE,max
	5dBi

	3-sector
	Antenna element vertical radiation pattern (dB)
	

	
	Antenna element horizontal radiation pattern (dB)
	

	
	Combining method for 3D antenna element pattern (dB)
	

	
	Maximum directional gain of an antenna element GE,max
	8dBi

	
	Electric tilting
	110 degree 

	Wall-mount
	Antenna element vertical radiation pattern (dB)
	

	
	Antenna element horizontal radiation pattern (dB)
	

	
	Combining method for 3D antenna element pattern (dB)
	

	
	Maximum directional gain of an antenna element GE,max
	5dBi

	Ceiling-mount
	Antenna element vertical radiation pattern (dB)
	

	
	Antenna element horizontal radiation pattern (dB)
	

	
	Combining method for 3D antenna element pattern (dB)
	

	
	Maximum directional gain of an antenna element GE,max
	5dBi

	
	Electric tilting
	



Table A.2.1-8: UE antenna radiation pattern model 1
	Parameter
	Values

	Antenna element radiation pattern in  dim (dB)
	

	Antenna element radiation pattern in  dim (dB)
	

	Combining method for 3D antenna element pattern (dB)
	

	Maximum directional gain of an antenna element GE,max
	5dBi


Note: are in local coordinate system.
[image: ]
Figure A.2.1-1: Indoor hotspot 3-site deployment.
[image: ]
Figure A.2.1-2: Three sector antenna placement.

[image: ]
NOTE: Micro TRPs refers to micro TRP centers
Figure A.2.1-3: Cell layout for dense urban (3 Micro TRPs per Macro TRP)
[image: ]
NOTE: Micro TRPs refers to micro TRP centers
Figure A.2.1-4: Cell layout for dense urban (9 Micro TRPs per Macro TRP)
Table A.2.1-9: Minimum distance between TRPs and UE cluster radius
(a) Option 1
	Number of the micro TRPs per macro TRP
	Minimum distance between Micro TRP centers (m)
	Radius of UE dropping within a cluster: R (m)

	3
	57.9
	<28.9

	6
	42.4
	<21.2

	9
	32
	<16


(b) Option 2
	Number of the micro TRPs per macro TRP
	Minimum distance between Micro TRP centers (m)
	Radius of UE dropping within a cluster: R (m)

	3
	40
	50

	6
	32
	50

	9
	25
	50
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