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1. Introduction

In RAN#86 meeting, the study item on NR positioning enhancements was approved under release 17 [1]. From RAN1’s perspective, the SI includes the following objectives:
1. Study enhancements and solutions necessary support the high accuracy (horizontal and vertical), low latency, network efficiency (scalability, RS overhead, etc.), and device efficiency (power consumption, complexity, etc.) requirements for commercial uses cases (incl. general commercial use cases and specifically (I)IoT use cases as exemplified in section 3 above (Justification)):
a. Define additional scenarios (e.g. (I)IoT) based on TR 38.901 to evaluate the performance for the use cases (e.g. (I)IoT). [RAN1]
b. Evaluate the achievable positioning accuracy and latency with the Rel-16 positioning solutions in (I)IoT scenarios and identify any performance gaps. [RAN1]	
c. Identify and evaluate positioning techniques, DL/UL positioning reference signals, signalling and procedures for improved accuracy, reduced latency, network efficiency, and device efficiency.
Enhancements to Rel-16 positioning techniques, if they meet the requirements, will be prioritized, and new techniques will not be considered in this case. [RAN1, RAN2]
NOTE 1:	Sidelink is not part of this objective.
NOTE 2:	Involve RAN4 for validating assumptions for the systems evaluations where appropriate.
NOTE 3:	The commercial use cases and requirements are applicable to a limited geographic area.


RAN initiated the evaluation study in meeting 101-e. This contribution provides the simulation results on the areas requiring the enhancement over release 16 positioning techniques. 

2. Multipath mitigation using LOS/NLOS indication for positioning
In TOA based positioning techniques, NLOS channel condition will affect measurement accuracy drastically. Release 16 support reporting of up to 3 RSTD values for TDOA based positioning. However, this does not provide enough information about whether an RSTD value corresponds to the LOS or NLOS path. Additional information such as confidence in the path being LOS and path AoA can help in the detection and mitigation of NLOS paths. In this section, we have provided comparative results in positioning accuracy with knowledge of LOS and NLOS of measured paths. Simulation is performed over InF-SH and InF-DH scenarios.

a) InF-DH scenario evaluation for LOS-NLOS indication:

In InF-DH, dense clutter density is assumed, and the deployed gNB/hotspot height is assumed above the effective clutter height.  Probability of LOS path is shown in figure 1 for different cases of clutter densities, heights, and sizes. For some cases LOS probability is much lower and in such cases accuracy will suffer more.

We evaluated the timing-based positioning technique in DL i.e. DL-TDOA with PRS as per Rel 16.  PRS is repeated over 4 symbols with staggering pattern. Fig 2 shows 
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Figure 1: InF-DH LOS probability distribution for different clutter distribution

cumulative distribution of positioning error. Similarly, the table 1 shows the positioning accuracy achieve for various percentile values i.e. 50, 67, 80, 90 and 95%tile values. Positioning accuracy used here is defined as difference between achieved positioning of UE subtracted from its actual position in absolute term (in meters). 
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Figure 2: InF-DH positioning error CDF with DL-TDOA method with baseline parameters (LOS+NLOS) and with LOS links 

Table 1: Positioning accuracy for InF-DH with 100MHz bandwidth

	
	LOS
	Baseline

	Bandwidth
	50%
	67%
	80%
	90%
	50%
	67%
	80%
	90%

	100MHz
	0.59m
	0.74m
	1.1m
	1.6m
	1.64m
	2.9m
	5.7m
	11.1m



It can be observed that in LOS case accuracy improves around 90% and possible to achieve the accuracy in sub-meter level. Therefore, indicating the LOS and NLOS nature of channel tap over which RSTD is measured is necessary and should be supported in Rel 17. Along with LOS-NLOS indication, power of measured channel tap and angle will further aid to weigh the RSTD at LMF for better estimation of positioning in NLOS scenarios.

b) InF-SH scenario Evaluation for LOS-NLOS indication: 

In InF-SH, sparse clutter density e.g. machinery, assembly lines, storage shelves, etc. is assumed and the deployed gNB/hotspot height is assumed above the effective clutter height.  Therefore, there
is better chance of the LOS path as shown in compared to other InF scenarios. We evaluated the timing-based positioning technique in DL i.e. DL-TDOA with PRS as per Rel 16. PRS is repeated over 4 symbols with staggering pattern. Fig 1 shows cumulative distribution of positioning error. Similarly, the table 2 shows the positioning [image: ]accuracy achieved for various percentile values i.e. 50,67,80,90 and 95%tile values. 
 
 
Figure 3: InF-SH positioning error CDF with DL-TDOA method with baseline parameters (LOS+NLOS) and with LOS links 


Table 2: Positioning accuracy for InF-SH with 100MHz bandwidth
	
	LOS 
	Baseline

	Bandwidth
	50%
	67%
	80%
	90%
	50%
	67%
	80%
	90%

	100MHz
	1.36m
	2.62m
	4.5m
	11.5m
	2.78m
	4.22m
	9.4m
	25.2m




In this case as well, a similar observation is found. In LOS case, accuracy improves around 50% and possible to achieve the accuracy in sub-meter level. Therefore, indicating the LOS and NLOS nature of channel tap over which RSTD is measured is necessary and should be supported in Rel 17. 

Observation 1: NLOS path will degrade the positioning accuracy by 5 to 10 times. So, LOS/NLOS indication is necessary for achieving sub -meter level accuracy. 


Proposal 1: LOS/NLOS path indication along with power and angle reporting of corresponding path should be specified in Rel 17.


3. Network synchronization error reporting for positioning enhancement

Another critical issue in case of timing-based positioning estimation methods is Network synchronization error. As RAT based methods demand multiple gNBs to take participation in positioning, tight synchronization of PRS transmission from these gNBs is very much important.  Few nanoseconds of mismatch will result in meters of inaccuracy. Which is very counter-productive with the basic requirement of Rel 17 enhancement as it demands accuracy in sub-meter levels. Therefore, such tight synchronisation should be sought in Rel 17 wrt PRS transmission from the participating gNBs. Our companion contribution [4] provides one of the solutions to improve accuracy in presence of such network synchronization error. In this contribution, we tried to analyse the effect of synchronization error on accuracy for different cases. Following evaluations show that if clock at gNBs is mismatched then even having a large bandwidth does not help. It is required that the gNBs/TPs participating in the positioning should be synchronised perfectly. At present, the GNSS based and ethernet based synchronization (syncE or PTP) techniques are used in practice. For Rel 17 scenarios, the required network synchronization is in nano-seconds rage because e.g. if network synchronization error is even 50ns then maximum achievable position accuracy will be limited to 50 ns x 3x108= 15 m. Therefore, this study is important in Rel 17. 

Below fig. 4 and 5 provides the comparison between position error CDF with synchronization error and without synchronization error for 100 MHz bandwidth in InF-DH and InF-SH scenario. It can clearly be observed that the synchronization error degrades the accuracy significantly. Similarly, Table 3 provides the error performance for different percentile values. It is clearly visible that the positioning performance degradation is up to 45 percentage. Therefore, network synchronization error techniques should be studied in Rel 17 to achieve required accuracy.
Further based on the techniques mentioned in [4] we corrected the network synchronization error and recalculated the positioning accuracy. Method will restore the accuracy to case with assumption of perfect synchronization.  
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Figure 4: InF-DH positioning error CDF with and without synchronization error
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Figure 5: InF-SH positioning error CDF with and without synchronization error



	InF-DH
	Positioning Error without Sync Error
	Positioning Error with Sync Error
	Positioning Error after Sync Error correction

	Bandwidth
	67%
	80%
	90%
	67%
	80%
	90%
	67%
	80%
	90%

	100MHz
	2.6m
	4m
	11.5m
	17.5m
	20m
	--
	4m
	6.73m
	18.6m

	InF-SH
	Positioning Error without Sync Error
	Positioning Error with Sync Error
	Positioning Error after Sync Error correction

	Bandwidth
	67%
	80%
	90%
	67%
	80%
	90%
	67%
	80%
	90%

	100MHz
	0.75m
	1.08m
	1.7m
	15.6m
	19m
	33m
	0.99m
	1.4m
	33m



Table 3: InF-DH and InF-SH positioning error percentile in presence of network synchronization error. (Note: Blank cell indicate that particular value is unachievable under considered scenario)

Observation: Network synchronization error is critical factor in Rel 17 positioning enhancement as it degrades the positioning accuracy significantly. Synchronization correction techniques are necessary to be specified in Rel 17.

Proposal 2: PRS based network synchronization error correction techniques should be specified in Rel 17 to achieve required accuracy.  
	
4. Conclusions
Following are the observation and proposals for positioning enhancement in Rel 17 proposed in present contribution.
Observation 1: NLOS path will degrade the positioning accuracy by 5 to 10 percentage. So, LOS/NLOS indication is necessary for achieving sub -meter level accuracy. 

Observation 2: Network synchronization error is critical factor in Rel 17 positioning enhancement as it degrades the positioning accuracy significantly. Synchronization correction techniques are necessary to be specified in Rel 17.

Proposal 1: LOS/NLOS path indication along with power and angle reporting of corresponding path should be specified in Rel 17.
Proposal 2: PRS based network synchronization error correction techniques should be specified in Rel 17 to achieve required accuracy.  
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6. Annexure

a) Common Evaluation parameters
	
	FR1
	FR2

	Carrier frequency, GHz 
	3.5GHz

	28GHz

	Bandwidth, MHz
	100MHz
additional: 20,50 and 200 MHz
	400MHz


	Subcarrier spacing, kHz
	30kHz
	120kHz

	gNB model parameters 
	
	

	gNB noise figure, dB
	5dB
	7dB

	UE model parameters 
	
	

	UE noise figure, dB
	9dB 
	13dB

	UE max. TX power, dBm
	23dBm 
	23dBm
EIRP should not exceed 43 dBm.

	UE antenna configuration
	dH = 0.5λ,
(M, N, P, Mg, Ng) = (1, 2, 2, 1, 1)
	Baseline:
Multi-panel Configuration 1 and Panel Configuration a – Note 1
-	Multi-panel Configuration 1: (Mg, Ng) = (1, 2); Θmg,ng=90°; Ω0,1=Ω0,0+180°; (dg,H, dg,V)=(0,0)
-	Panel Configuration a:
-	Each antenna array has shape dH=dV=0.5λ
-	Config a: (M, N, P) = (2, 4, 2),
-	the polarization angles are 0° and 90°
-	The antenna elements of the same polarization of the same panel is virtualized into one TXRU


	UE antenna radiation pattern 
	Omni, 0dBi
	Antenna model according to Table 6.1.1-2 in TR 38.855

	PHY/link level abstraction
	Explicit simulation of all links, individual parameters estimation is applied. Companies to provide description of applied algorithms for estimation of signal location parameters.

	Network synchronization
	The network synchronization error, per UE dropping, 
1. T1= 0ns (perfect synchronization)
2. T1= 50ns, sigma = 100ns and T2 = 100ns







b) InF specific parameters
	
	FR1
	FR2

	Channel model
	InF-SH, InF-DH
	InF-SH, InF-DH

	Layout 
	Hall size
	InF-SH: 300x150 m
InF-DH: 120x60 m


	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m

	
	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ 
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector
	3-sector antenna configuration

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, the evaluation area should be at least the convex hull of the horizontal BS deployment. It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	1.5m

	UE mobility
	3km/h, additionally 10km/h

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	8m

	Clutter parameters: {density , height ,size }
	Low clutter density: {20%, 2m, 10m}
High clutter density: {40%, 2m, 2m}

	


  
c) Parameters details for FR1 simulations

	Parameter
	InF-SH
	InF-DH

	Channel model (baseline, otherwise state any modifications)
	38.901
	38.901

	Reference Signal Physical Structure and Resource Allocation (RE pattern)
	Comb 3 with staggering pattern over 4 symbols
	Comb 3 with staggering pattern over 4 symbols

	Reference signal (type of sequence, number of ports, …) 
	Rel 16 DL-PRS 
	Rel 16 DL-PRS 

	Number of sites
	18
	18

	Number of symbols used per slot per positioning estimate
	4
	4

	Number of slots per positioning estimate
	1
	1

	Power-boosting level
	0dB
	0dB

	Uplink power control (applied/not applied)
	Not applicable 
	Not applicable 

	interference modeling (ideal muting, or other)
	Ideal muting
	Ideal muting

	Description of Measurement Algorithm (e.g. super resolution, interference cancellation, ….)
	Newton Raphson and Gradient descent
	Newton Raphson and Gradient descent

	Description of positioning technique / applied positioning algorithm (e.g. Least square, Taylor series, etc)
	DL-TDOA
	DL-TDOA

	Network synchronization assumptions
	1. 0ns
2. 50 ns
	1. 0ns
2. 50 ns

	Beam-related assumption (beam sweeping / alignment assumptions at the tx and rx sides)
	N/A
	N/A

	Precoding assumptions (codebook, nr of antenna elements used, etc)
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1)
one TXRU per polarization per panel
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1)
one TXRU per polarization per panel

	Additional notes, if any
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