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[bookmark: _Toc54284037]1. Introduction
At RAN #88-e, the SI on XR evaluation in NR was updated [2]. The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

In this contribution we provide our initial views on XR applications, traffic models and evaluation methodologies. 
[bookmark: _Toc54284038]XR use cases 
eXtended Reality (XR) is a broad term covering Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR). Along with Cloud Computing, XR applications typically require high throughput and low latency. Part of the  end-to-end packet latency is contributed by radio network and transport network. With Edge Computing, the proportion of latency contributed by other parts in the end-to-end service can be reduced, and it makes more readily achievable for low latency.  

The ongoing XR and Cloud Gaming activities in 3GPP at various SA working groups can be seen in the table below:
	SA1
	SP-180341 (TR 22.842): XR use cases are included in the TR of Study on Network Controlled Interactive Services (NCIS). 
SP-191039 (TS 22.261): WID on Network Controlled Interactive Service (NCIS) Requirements.

	SA2
	SP-190564: WID on 5G System Enhancement for Advanced Interactive Services was approved to define the potential QoS. parameters corresponding to QoS requirements from SA1 NCIS work item in TS 22.261.

	SA4
	SP-180667 (TR 26.928): Study Item on eXtended Reality (XR) in 5G was approved,  TR 26.928 categorizes and describes the different XR use cases. 
· 7 major categories of XR use cases defined 
· 23 detailed XR use cases described 

5GSTAR (TR 26.998): FS 5G Glass-type AR/MR Devices

SP-180985(26.114/26.223): work item on “Support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT)

	SA6
	SP-190065 (TR 23.758): Study on Application Architecture for enabling Edge Applications.



Figure 1 Selected work items and study items related to XR
One takeaway from the table is there are many ongoing efforts related to XR in SA working groups, with implications for traffic models. Considering finished Rel-15 and Rel-16 study items and work items from SA, even more can be included, some closely linked to XR are depicted in Figure 1. Hence one issue is how to sort out the myriad of studies and generate a manageable input to the RAN1 study. 

While for every service, UE power consumption, capacity, coverage and mobility are important – in the end they are the KPIs for every modern broadband communications system. However, to enhance the performance for one dimension, it may make it more challenging for other dimensions. For instance, in the pursue of robust performance with high mobility, multiple TRPs can be considered, and various redundant transmission schemes can be considered, however UE power consumption can be strained in those solutions. If one attempts to enhance the system for all KPIs and all traffics, it is not clear in the end to what degree the NR design can be enhanced, as all the KPIs can essentially be pulling the system design in different directions. While we are interested in the commercial success of XR, XR motivated enhancements should be studied; instead of pushing for enhancements for many KPIs at the same time as typically done at generational change, e.g. from 3G to 4G, and 4G to 5G, we have to be selective in choosing KPIs to motivate enhancements, and in the end XR can actually benefit them.

[bookmark: _Toc54284039]XR traffic models
With all the inputs from SA4, and expected study in RAN1, in the end, one of the most consequential outcomes is the traffic models. While it will take time to achieve consensus on them, it is not too early to get a sketch of possible models already.  We note there are varieties of use cases identified for XR use cases. And for each XR use case, there can be a corresponding traffic model. Obviously, we don’t expect RAN1 to evaluate enhancements with each of them. Then consolidation, abstraction and simplification become necessary.  Similar to the consideration on KPIs, we note if all the possible traffic profiles are captured with equal priorities, in the end nothing specific can be done. Hence we also need to focus on the most salient points of XR traffics, so hopefully with the focused attention, useful and manageable enhancements can be introduced in the Rel-18 timeframe. 

Before embarking on new traffic models, it is worthwhile to review the traffic models used in RAN1 first.
[bookmark: _Toc54284040]3GPP RAN1 traffic models
In RAN1, a number of traffic models have been used in performance evaluation in various work items and study items.

[bookmark: _Toc54284041]Full buffer traffic model

The full buffer traffic model has been used in many evaluations. With the full buffer traffic model, there is unlimited data in data buffer for any UE in the simulation lifetime. Typically no latency requirement is attached to the traffic, and the first transmission BLER can be set to 10% to facilitate comparison between different schemes; and also calibration among companies.

[bookmark: _Toc54284042]Bursty traffic models

FTP model 1 and FTP model 2 were introduced in TR 36.814. 
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Figure 2 FTP model 1
With FTP model 1, arrival of a packet follows a Poisson distribution, as a packet is associated with a UE and there is at most a single packet arrival for a UE in a simulation drop, the number of UEs determines the traffic load in a cell/a network.
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Figure 3 FTP model 2
With FTP model 2, the reading time between packets (i.e. the end of a packet and start of the subsequent packet) follows an exponential distribution. In downlink, when a packet arrives at the gNB data buffer, the transmission time, which is from the arrival time of that packet at the gNB data buffer to the time when the packet is successfully received by the UE,  can vary depending on the UE’s location in the cell. For a cell center UE, as the inter-cell interference is weak and consequently spectral efficiency transmission can be achieved, the transmission time tends to be small; and for a cell edge UE, as the inter-cell interference is strong and consequently the transmission’s spectral efficiency can be low, the transmission time tends to large. Then in a simulation, cell edge UE may have a lighter traffic load than cell center UE.
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Figure 4 FTP model 3

FTP model 3 was first introduced in LTE small cell enhancements in Release 12. FTP model 3 was adapted from FTP model 2; however, the arrival time of a new packet does not depend on when the current packet is transmitted. Instead the inter-packet arrival time follows an exponential distribution and the transmission time of a packet is counted from the time instance it arrives in the queue. With that, a cell edge UE and a cell center UE experience the same traffic load.

Between FTP model 2 and FTP model 3, it might be felt that FTP model 2 automatically handle traffic adaptation according to radio condition, which can model to some degree application layer’s traffic adaptation according to the lower layers’ performance. In past discussion during the LTE time, such an interaction was deemed as undesired: 
Assume two schemes A and B are being compared. Scheme B allows more efficient transmission than Scheme A. hence with Scheme B the transmission time of a packet tends to be smaller, one would expect in the simulation evaluation better 5% percentile throughput with Scheme B would be higher than that with Scheme A. However, as the reduced transmission time with Scheme B is achieved at the same channel/interference condition in the network compared with Scheme A, but that also leads to the effect more packets are generated for the cell edge UE when Scheme B is used, and which in turn can raise the interference level at cell boundary. Then essentially Scheme A and Scheme B may deal with different traffic loads; with that Scheme B’s benefit over Scheme A may not be visible anymore in the evaluation results. While understanding the difference between FTP model 2 and FTP model 3 is important by itself, but the importance is not purely historical: complicated traffic models can make study on physical layer enhancements difficult, especially when traffic generation adapts according to radio condition.

We have
Observation 1:  traffic generation’s adaptation according to radio condition can complicate simulation evaluation for physical layer enhancements.



In Rel-16 study item on URLLC [2], periodic traffic models are considered. Table A.2-1 from [2]  is included below.

Table A.2-1: Representative use cases for Rel-16 NR URLLC evaluation
(From TR 38.824)
	Use case
	Reliability (%)
	Latency 
	Data packet size and traffic model
	Description

	Power distribution

	99.9999
	5 ms (end to end latency)
Note: 2-3 ms air interface latency 
	DL & UL:
100 bytes 
ftp model 3 with arrival interval 100 ms
	Power distribution grid fault and outage management 
(TR 22.804:5.6.4)

	
	99.999 
	15 ms (end to end latency)
Note: 6-7 ms air interface latency
	DL & UL:
250 bytes 
Periodic and deterministic with arrival interval 0.833 ms
Random offset between UEs 
	Differential protection
(TR 22.804:5.6.6)

	Factory automation

	99.9999
	2 ms (end to end latency)
Note: 1 ms air interface latency 
	DL & UL:
32 bytes
Periodic deterministic traffic model with data arrival interval 2 ms
	Motion control

	Rel-15 enabled use case (e.g. AR/VR) 
	99.999 
	1 ms (air interface delay) for 32 bytes
1 ms and 4 ms (air interface delay) for 200 bytes 
	DL & UL:
32 and 200 bytes 
FTP model 3 or periodic with different arrival rates
	

	
	99.9
	7 ms (air interface delay)
	DL & UL:
4096 and 10 K bytes
FTP model 3 or periodic with different arrival rates
	

	Transport Industry

	99.999
	5 ms (end to end latency)
Note: 3 ms air interface latency 
	UL: 
2.5 Mpbs; Packet size 5220 bytes
DL: 
1Mbps; Packet size 2083 bytes
Note: Data arrival rate 60 packets per second for periodic traffic model
	Remote driving 
(TS 22.186: 5.5)

	
	99.999
	10 ms (end to end latency)
Note: 7ms air interface latency
	UL&DL: 
1.1 Mbps; Packet size 1370 bytes 
Note: Data arrival rate 100 packets per second for periodic traffic model
	Intelligent transport system (ITS)
(TS 23.501, TS 22.261)



Periodic traffic models in Rel-16 NR URLLC/IIoT have the following characteristics:
· Periodic traffic
· Fixed packet size, the same packet size for both DL and UL for AR/VR
· isochronous traffic for each UE
· Single data flow for a UE
Note in Rel-16 study item on URLLC, when eMBB/URLLC traffic mix at the cell level were considered in some evaluations, i.e. there can be URLLC UEs and eMBB UEs in an evaluation. However for a single UE, the traffic profile is either for URLLC or for eMBB.

[bookmark: _Toc54284043]Review on non-3GPP traffic models

In [7], traffic models for web browsing, FTP and WAP, etc. are provided. Their complexities are much more than what has been used in 3GPP RAN1, and immediate layers between the application layer & physical layer such as the transport layer (TCP/UDP) and radio link layer behaviors should be considered also. Since for RAN1 study, we typically don’t model higher layers’ behavior, we do not consider such an approach further.

From the discussion on the use cases, we can see video traffic generates substantial portion of the data in XR service. Hence it is helpful to review the video codecs and their corresponding traffics. From such a review, our goal is to reflect its characteristics in the traffic model without explicitly modeling the video codec output.

For each generation of video coding standard, from MPEG-2 to H.264 (Advanced Video Coding), H.265 (High Efficiency Video Coding) and H.266 (Versatile Video Coding), good video quality at increasingly lower bit rates with lossy coding has been targeted. Similar to MPEG-2, in H.264, a video stream consists of video frames, correlation with a video frame (spatial correlation) and correlation among video frames (temporal correlation) can be exploited to reduce the required the average data size of video frames. 
More specifically, three types of pictures are used in video compression:
· An I-frame (Intra-coded picture) is a complete image
· A P-frame (Predicted picture) needs to account for only the changes in the frame from the previous frame. 
· A B-frame (Bidirectional predicted picture) saves even more space by using differences between the current frame and both the preceding and following frames to determine its content.

With video coding, group of pictures, or GOP structure, specifies the order in which intra-frame (I-frame) and inter-frame (P-frame or B-frame) are arranged. The GOP structure can be represented by a sequence, e.g. with IBBPBBPBBPBBI, then two I-frames are spaced by 12 frames, and a P-frame is inserted every 3 frames after an I-frame until the next I-frame, and the remaining frames are for B-frames.

It can be seen in general that P-frames/B-frames tend to have smaller sizes than I-frames with approximately the same scene. Of course, a specific I-frame for one scene may be of a smaller than a specific P-frame with another scene. 

We have 
Observation 2: with modern video codec, correlation in the spatial domain or the time domain can be exploited to reduce the frame size of a video frame; and video frames are generated periodically with time-varying size.

Similar to UE capabilities in radio access, H.264 also has defined “profiles” to include different video coding capabilities and “levels” for decoder performance such as maximum decoding speed and maximum frame size. One can imagine support of those profiles & levels can affect the generated video traffic, however optimization according to a specific codec profile/level should not be our goal in RAN1. 


In [4], two aspects in video traffic modeling are discussed:
· the distribution of frame sizes; 
· The Q-Q plot was suggested to identify the empirical distribution for frame sizes.
· Correlation of frame sizes in the time domain

Also in [4],  a number of models for the correlation between frames sizes of I-frame and P/B-frames are compared: 
· Autoregressive (AR) models: The next frame size in a video sequence is obtained as an explicit function of previous ones within a time window.
· Models based on Markov processes
· …
The comparisons have identified some models fit better than other models with a given video traffic trace. It remains to be seen to what degree correlation of video frame sizes can be modeled for selected XR use cases. 

[bookmark: _Toc54284044]One packet vs multiple packets for a video frame

Application layer traffic such as generated by H.264 can be carried by various ways with the lower layers. If a video frame is of a large size, it can be segmented at lower layers. In one example, MTU (Maximum Transfer Unit) of 1500 Bytes is assumed for IP packets, because of the maximum size of an Ethernet packet payload (with 14 Bytes for ethernet header and 4 Bytes for CRC then the maximum size of an ethernet packet is 1518 Bytes). Hence one video frame can lead to multiple packets at lower layers; that raises a question whether at the physical layer one packet arrival or multiple packet arrivals should be modelled corresponding to a single video frame.

RTP         (12 Bytes)
UDP 
(8 Bytes)
IP (20 Bytes)
H.264


	
Figure 5 Example of protocol stack/headers for H.264 traffic



To address that question, a data flow for downlink [6] is included below. In TS 38.300 [6],   “an example of the Layer 2 Data Flow is depicted on Figure 6.6-1, where a transport block is generated by MAC by concatenating two RLC PDUs from RBx and one RLC PDU from RBy. The two RLC PDUs from RBx each corresponds to one IP packet (n and n+1) while the RLC PDU from RBy is a segment of an IP packet (m)” as shown in the Figure below. 




Figure 2 Source: Figure 6.6-1: Data Flow Example, TS 38.300 (v15.b.0)
From that, one transport block can include payload from multiple IP packets. If IP packets for the same video frame arrive at the gNB at a faster pace than those packets can be transmitted in transport blocks in the NR air interface as shown in Figure 3, then treating the traffic arrival due to a single video frame as a single packet or multiple higher layer packets does not make material difference for RAN1 evaluation as long as the traffic size is accounted for properly. To simplify the physical layer evaluation, it may be enough to assume a for a video frame a single file arrives at the gNB data buffer in the XR traffic model. 
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Figure 3 Fast IP packet arrival and slower transport block dispatches

By inspecting Figure 1, we can also see headers added from various layers, e.g. RTP/UDP/IP/SDAP/PDCP/RLC… may increase the load seen at the MAC layer. Then the packet size for a video frame may need to be increased to account for those headers accordingly. If the video frame is large, e.g. one for 4K video, then whether or how to model added packet size due to those headers can be considered. To simplify the modeling work at the physical layer, one option is to include all the overhead due to headers in the traffic generation model itself.

[bookmark: _Toc54284045]Multiple data flows

For XR use cases, video stream, audio stream, and UE pose/control streams all need to be transmitted or received by the UE.  First thing we note is that those traffics’ periodicities can be different, for example video stream can be generated at 60, 90 or 120 frames per second, but a packet is generated very 20 milliseconds for an audio stream. And their sensitivity to packet loss and latency can be also different, in another word they have different QoS requirements. From that, it is not suitable to lump the traffics for all them in the same data flow, that would force the same treatment for gNB for them. For that reason, it is important to model multiple data flows with different QoS requirements.
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Figure 6 Multiple data flows for XR service

Comparing the requirements for traffic modeling for XR, and existing 3GPP RAN1 models, we have observations as follows:
1. For FTP1 and FTP3, inter-packet arrival time is not periodic, which may not model the arrival time pattern as expected for XR service.
2. For FTP1, FTP 3 and periodic traffic models, a fixed packet size is assumed. Video codecs can generate packets of substantially varied packet sizes.
3. As there is a single data flow in the evaluation, latency requirements are enforced for the traffic as a whole.
4. For audio/video streams, there can be different latency/reliability requirements.


Now it should be clear XR traffic modeling requires models other than the existing 3GPP RAN1 models; and new traffic models are motivated. For new traffic models, the following are required from discussion above: 

· To better model traffic with XR applications, it may be necessary to model multiple data flows (e.g. for audio and video) for each direction (DL or UL); 
· For each data flow it is necessary to model
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements
[bookmark: _Toc54284046]Proposed traffic model
We have discussed 3GPP and non-3GPP traffic models in the previous section, traffic model design considerations for XR.  We propose adopting the following model for XR study:
· For each UE, there are   associated data streams (e.g.   =2).
· Data stream is associated with a periodicity   (e.g. 60 frames/second) with which packets are generated at regular time epochs for the data stream; 
· For data stream  the packet size can be fixed or follow a statistical distribution which is denoted by .
· packets with data stream   are associated with a latency bound    and reliability requirement  (e.g. targeted packet rate) and a packet is discarded if it has not been successfully received within the latency bound .
· The latency of a packet is counted from the packet’s arrival in the transmitter’s data buffer
· For example, we can use the representation   for 2 data streams.   
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Figure 7  Two periodic data flows with equal packet sizes for each
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Figure 8 Two data flows with periodic packet arrival with time-varying packet size

Similar to the periodic traffic models from Rel-16 URLLC study item assumed for both DL and UL, the proposed traffic models should also apply to high throughput uplink traffic (this view is supported by SA4’s studies  ITT4RT and 5GSTAR, and some use cases from XR_Traffic).

We have
Proposal 1:
· In the traffic model for XR, multiple data streams (e.g. for audio and video) for each direction (DL or UL) are generated for a UE; 
· Each data stream can be configured separately with
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements

[bookmark: _Toc54284047]XR evaluation methodology
[bookmark: _Toc54284048]Evaluation methodology for UE power saving
The SID states the following:
“In addition to Smartphone based XR, XR experience is increasingly expected to be delivered via Head Mounted Displays (HMDs). The power considerations for HMDs are different from those of Smartphones. In particular, the power dissipation of AR glasses can be significantly lower than that of a smartphone, if the AR glass form factor is similar to that of prescription glasses and is expected to be worn for long durations. The AR glasses can have an embedded 5G modem providing 5G connectivity, or the AR glasses can be tethered (USB, Bluetooth, or WiFi) to a Smartphone for 5G connectivity. In both cases, the 5G connection must carry AR application traffic, and the UE power consumption from that traffic has a significant bearing on the viability of such AR glasses products.”

We can see UE power consumption and battery life is generally important for XR and Cloud Gaming, it becomes critical for Head Mounted Display (HMD) device such as AR glasses. As the viability to unlock new XR use cases depends on that: frequent charge due to short battery life and discomfort due to thermal effect can gravely degrade UE experience. 

While the SID mentions devices embedded with 5G modem and tethered devices which don’t have built-in 5G  connectivity (e.g. connected to a 5G capable smart phone through USB, Bluetooth or WiFi), the product definition, interface between the tethered devices and the 5G capable smart phone may present too many variations and consequently making their study more challenging, many aspects probably fall outside RAN1 or even 3GPP’s domain; and purely for RAN1 evaluation point of view, they also brought a suite of issues, one of them is the modeling of power consumption of USB, Bluetooth or WiFi, which does not have any prior RAN1 study to leverage on. In our view, we should focus on the devices with 5G connectivity.  

In Rel-16 UE power saving study item, power consumption models have been developed and captured in TR 38.840. In Rel-17, the ongoing power saving work item and RedCap study item have been developing further the power consumption models, e.g. for idle mode UEs, UEs with reduced antenna number and reduced radio bandwidth. All of them can be used as a starting point for UE power consumption evaluation for XR.

[bookmark: _Toc54284049]Evaluation methodology for capacity
After UE power consumption, another key factor is system capacity. Essentially to allow XR service to be enjoyed by end users, such an endeavor has to be viable to all stake-holders: operators need to see substantial business growth opportunity, infrastructure vendors need to see credible demands for such service to develop corresponding solutions, and device vendors need to be assured the XR service can be enjoyed by a sizeable number of end users. All of them point to the need XR services should operate for as many as possible users in a network. We already point out differences between XR traffic and eMBB traffic as modeled by FTP models, hence it is natural to look to the evaluation conducted for URLLC in Rel-16 for precedence. In Rel-16, two options have been used:

Option 1: Percentage of users satisfying reliability and latency requirements
· The number of UEs is an input parameter.

Option 2: Capacity as the maximum number of UEs in a cell with Y% (e.g. 95%) of UEs satisfying the reliability and latency requirements

Pertinent to the paragraph in the XR SID concerning capacity evaluation:
On XR and Cloud Gaming traffic with high throughput, low latency and high reliability requirements, it is important to consider the capacity of these services over Rel-15 and Rel-16 based 5G networks. One way to represent the capacity of the XR and Cloud Gaming services is via the number of users who can simultaneously consume the service under given traffic requirements and for a given deployment scenario (e.g., Urban Macro, Indoor Hotspot) with some density of 5G cells. If the traffic requirements of the XR and Cloud Gaming service are flexible (e.g., the underlying architecture allows adaptation of content), then the capacity of the service can be studied by assessing the delay, throughput and reliability variations with increasing number of users in the system.

We note that the practice with the underlined text may well be true in actual XR applications, whether and/or how to reflect that in RAN1 evaluation needs more deliberation. With adaptation of requirements over multiple fronts (delay, throughput and reliability), essentially the design goal is flexible, trade-offs among delay, throughput and reliability are allowed; conducting multiple sets of evaluations but with fixed design requirements for each set can achieve that. However, if adaption of requirements within a single simulation drop is allowed, and we may run into situations similar to that with FTP models 2 as discussed previously, that can complicate evaluation greatly. 

For coverage and mobility, the consideration can be already included in the evaluation methodology itself, e.g. by selecting deployment scenario and UE speed, e.g. at 3 km/hr.
 
We have
Proposal 2:
Formulate the evaluation methodology for potential enhancements in UE power saving and capacity. 

[bookmark: _Toc54284050]Conclusion
In this contribution we provide our initial views on XR applications, traffic models and evaluation methodologies. 
We have 
Observation 1:  traffic generation’s adaptation according to radio condition can complicate simulation evaluation for physical layer enhancements.

Observation 2: with modern video codec, correlation in the spatial domain or the time domain can be exploited to reduce the frame size of a video frame; and video frames are generated periodically with time-varying size.

Proposal 1:
· In the traffic model for XR, multiple data streams (e.g. for audio and video) for each direction (DL or UL) are generated for a UE; 
· Each data stream can be configured separately with
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements

Proposal 2:
Formulate the evaluation methodology for potential enhancements in UE power saving and capacity. 
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