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1 Introduction
In RAN1#101 e-meeting [1], the following were agreed:
Agreements:
· Use the VoIP traffic model from TR 38.840 as baseline. Other VoIP traffic models are not precluded and companies to report if other VoIP traffic models are assumed in evaluation.
Agreements:
· For power saving evaluation of RedCap UEs:
· [bookmark: _GoBack]Reuse the Instant message traffic model from TR 38.840 as baseline. Other Instant traffic models based on FTP model 3 are not precluded and companies to report the mean inter-arrival time and packet size if other instant traffic models are assumed in evaluation.
· FFS: ‘heartbeat’ traffic model
Agreements: 
· The scaling factor ‘0.7’ is used for 2 Rx to 1Rx power scaling for power reduction related evaluation.
· For evaluation, the power scaling for PDCCH candidate reduction defined in TR 38.840 is reused for Redcap UEs.
· For power consumption evaluation, the DRX configurations of Instant message and VoIP in TR 38.840 are reused.
· Discussion on reduced maximum number of configurable CORESET technique for power saving is deprioritized in the Redcap power saving sub-agenda
· For power consumption evaluation, use FTP-3 model with 100 Bytes packet size and 60s mean inter-arrival time as baseline for ‘heartbeat’ traffic.
· For power consumption evaluation, reuse the following DRX configuration defined in TS 38.840 for ‘heartbeat’ traffic model:
· C-DRX cycle 640 msec, inactivity timer {200, 80} msec
· FR1 On duration: 10 msec
· FR2 On duration: 5 msec

Agreements: For the PDCCH blocking rate evaluation, at least the following parameters are assumed as baseline: 
	Parameters
	Assumptions

	Number of candidates for each AL
	Each company to report.

	SCS/BW  
	FR1: 30KHz/20MHz
· 15kHz/20MHz is optional
FR2: 120KHz/[100]MHz

	CORESET duration 
	2 symbols, with 3 symbols optional

	Delay toleration (Slot)
	1 (1: implies that PDCCH is blocked if it can’t be scheduled in the given slot), with 2 optional

	Aggregation level Distribution 
	Companies to report (including the necessary UE channel conditions and deployment scenario(s) for the aggregation level distribution)



Agreements: For Redcap power consumption evaluation:
· Note that 2RX is assumed
	Power State
	Alt.4a 

	Deep Sleep (PDS)
	0.8

	Light Sleep (PLS)
	18

	Micro sleep (PMS)
	31

	PDCCH-only (PPDCCH)
	50 for same-slot scheduling, 
40 for cross-slot scheduling

	PDCCH + PDSCH (PPDCCH+PDSCH)
	120

	PDSCH-only (PPDSCH)
	112

	SSB/CSI-RS proc. (PSSB)
	50

	Intra-frequency RRM measurement (Pintra)
	[60]Note4 (synchronous case, N=8, measurement only)
[80] Note4 (combined measurement and search)

	Inter-frequency RRM measurement (Pinter)
	[60] Note4 (neighbor cell search power per freq. layer)
[15080] Note4 (measurement only per freq. layer)
Micro sleep power assumed for switch in/out a freq. layer



Working assumption:
Adopting the following rule for power determination
· Rule 1: ‘Micro sleep’ power of 1 Rx is [0.8]x2 Rx ‘Micro sleep’ power 
· Rule 2: For both 1 Rx and 2 Rx configuration, 
· P(α) = max (Micro-sleep, α ∙ Pt + (1 – α) ∙ 0.7Pt))
· Pt is the PDCCH-only power for same slot and cross-slot scheduling cases.
Conclusion: It is up to each company to report the power consumption modeling for 3-symbols CORESET configuration and reduced number of non-overlapped CCEs.   

This contribution discusses techniques to support reduction in the number of blind decodes and non-overlapping CCEs, enhancements to mitigate PDCCH blocking, and provides corresponding evaluations for power saving gain and PDCCH blocking probability.

2 Techniques for PDCCH monitoring reduction 
Reducing PDCCH monitoring, by reducing a number of PDCCH candidates and non-overlapping CCEs that a UE needs to monitor per given time period such as a slot, is a design objective for RedCap UEs [2]. Potential techniques to achieve this goal should consider at least the following limitations and requirements of RedCap UEs. 
· Maximum UE operating bandwidth
· Reduced UE processing capability
· UE power savings and battery lifetime enhancements

2.1 Reduced PDCCH monitoring capability 
Rel-16 NR supports a fixed maximum number of non-overlapping CCEs per slot per SCS configuration. However, the number of non-overlapping CCEs in a CORESET can vary according to the CORESET bandwidth as shown in Table 1 (assuming PDCCH monitoring at the beginning of each slot).  

For a UE with reduced operating bandwidth, such as for example 20 MHz, the number of non-overlapping CCEs in a CORESET for µ=1 is 25, which is smaller than the maximum number of 56 non-overlapping CCEs defined in Rel-16.  When the number of non-overlapping CCEs of a CORESET is reduced, the PDCCH capacity in terms of number of PDCCHs transmitted per slot may be reduced accordingly as well, especially if the larger CCE aggregation levels need to be used for example due a reduced number of UE receiver antennas. Additionally, considering that a UE typically needs to monitor PDCCH for Type-3 CSS (e.g. DCI format 2_0 or DCI format 2_2), a gNB capability for UE-specific scheduling will be severely limited in corresponding slots, even if RedCap UEs are distributed in different BWPs, and USS sets will need to have very few PDCCH candidates in order to avoid dropping whenever the UE also monitors PDCCH for CSS sets.  

Table 1: Number of non-overlapped CCEs for a CORESET with 3 symbols
	Bandwidth (MHz)
	µ=0
	µ=1
	µ=2
	µ=3

	100
	N/A
	136
	67
	33

	50
	135
	66
	32
	16

	20
	53
	25
	12
	N/A



Observation #1: A RedCap UE can monitor a smaller maximum number of non-overlapping CCEs per slot on a serving cell than a Rel-16 UE.

Observation #2: At least for , a network may not be able to schedule more than 1 or 2 RedCap UEs per slot per DL BWP.

In addition to reduced PDCCH resources, that indirectly results to reduced PDCCH monitoring capability, low target data rate is another reason for supporting a reduced PDCCH monitoring capability for RedCap UEs. For RedCap services, such as wearables, traffic is less frequent and TB sizes are much smaller than for eMBB services. Also, latency requirements are not stringent for RedCap use cases, for example for wireless sensors for process monitoring. Therefore, the number of packets to be scheduled simultaneously per PDCCH monitoring occasion can be reduced (assuming same number of connectivity) for RedCap services, thus allowing a reduced PDCCH monitoring capability per slot. 

Observation #3: RedCap UEs with low target data rates expect less frequent and latency insensitive traffic in USS.

Several approaches can be considered to determine the smaller  and  values. One approach can be to define a separate UE capability for  and  according to the maximum operating bandwidth. In addition, considering BWP switching, the values of  and  can be adjusted with respect to UE operating bandwidth in the active DL BWP. Alternatively,  and  can be configured per DL BWP in order for the NW to have control over the values as an equivalent result is not typically possible to achieve without complex restrictions in the configurations of search space sets for DCI formats that a UE is configured to monitor PDCCH. 

Proposal #1: Support reduced maximum numbers of PDCCH candidates per slot,  and  non-overlapping CCEs per slot,  , for RedCap UEs compared to Rel-16 with respect to reduced operating bandwidth.

In addition to PDCCH monitoring capability measured per slot, NR Rel-16 also supports a predefined maximum number of PDCCH candidates,  , and maximum number of non-overlapped CCEs, , in a span for combination (X, Y) and SCS configuration µ. 

Unlike high-tier UEs, RedCap UEs without advanced modules for signal processing may not be capable of fast PDCCH processing. As a result, RedCap UEs can support either a smaller number of PDCCH candidates per time unit as proposed in Proposal #1 or an extended span gap X between two consecutive PDCCH monitoring occasions. The benefit of extended span gap X is that a UE can relax PDCCH processing and reduce clock rate of processing modules for power saving purpose. 

To address the reduced processing capability of RedCap UEs, and also achieve UE power savings, combinations (X, Y) where X is more than 14 symbols or 1 slot, while Y remains 2-3 symbols, should be supported. Although such combination can be achieved by configuration of search space sets, and  should also be adjusted for multi-slot based PDCCH monitor as they are being adjusted for Rel-16 PDCCH monitoring for different values of X. Therefore,  and   can be defined for extended span gaps (multi-slot).

Proposal #2: Extend the Rel-16 definition of and  values as a function of X for cases where X is larger than 14 symbols. 

2.2 Adaptation on PDCCH reception per PDCCH monitoring occasion
UE power savings is an important objective for several important RedCap use cases. For wearables, such as smart watches, rings, eHealth related devices, the battery of the device should last multiple days (up to 1-2 weeks). For industrial wireless sensors, the requirement of battery life can be a few years. To achieve UE power savings and increase battery lifetime, adaptation on PDCCH monitoring according to real-time traffic and channel conditions is beneficial.

An adaptive parameter related to PDCCH monitoring can be the number of PDCCH candidates. The extreme scenario is the UE power savings mechanism adopted in Rel-16 where a UE is signaled to monitor all configured PDCCH candidates or none of them. A softer adaptation can be beneficial during Active Time, especially for long DRX cycles that are expected to be typical for RedCap UEs. For example, when the traffic is low (e.g. DRX ON duration is relatively long and buffer at the gNB becomes empty or when BSR from the UE indicates low traffic), the UE can be indicated to monitor a smaller number of PDCCH candidates. For example, even when traffic for the UE is low, the UE can be indicated to monitor a large number of PDCCH candidates when a large number of UEs share the same Active Time in order to reduce blocking probability and allow scheduling of multiple UEs at the same time for more efficient bandwidth utilization as TBs can be small.

Another adaptive parameter for PDCCH monitoring can be the time separation between the first symbol of two consecutive spans, i.e. the number of symbols/slots X in combination (X, Y). When a UE is indicated a span gap of X slots, the UE can relax PDCCH processing and an effective number of PDCCH decoding operations per slot is scaled by 1/X. Also, the effective PDCCH monitoring periodicity for any configured UE-specific search space set is not smaller than X. 

Adaptation of PDCCH monitoring can be based on similar methods as the ones supported in NR Rel-16 for UE power savings. To avoid additional signaling overhead, joint adaptation on PDCCH monitoring and minimum scheduling offset, i.e. minK0 or minK2, based on a same indication included in a DCI format can be considered.

Proposal #3: Study dynamic adaptation on PDCCH monitoring for
· maximum number of PDCCH candidates
· span gap X

3 Enhancements for PDCCH blocking reduction 
PDCCH blocking due to reduced PDCCH monitoring capability can be a limiting factor for scheduling at a given time even a relatively small number of RedCap UEs, such as wearables. Further, PDCCH overhead for scheduling RedCap UEs can materially reduce spectral efficiency for a network as, due to the small TBs and the ~10x smaller target BLER for a DCI format than for a TB, control overhead can exceed 20% of the total resources required for transmitting a TB (e.g. for TBs of 64 bytes and DCI format size of 50 bits including CRC). 

The PDCCH blocking probability should also be considered, together with or separately from a PDCCH monitoring reduction, to determine the impact on system overhead and scheduling flexibility. Additional enhancements to mitigate PDCCH blocking or improve the scheduling flexibility on gNB side can be considered.  

3.1 Enhancement of PDCCH dropping rule
In NR Rel-16, when a UE is configured to monitor in a slot more non-overlapped CCEs or more PDCCH candidates for scheduling on a cell than a corresponding UE PDCCH monitoring capability in the slot for the cell, the UE skips PDCCH monitoring for all search space (SS) set(s) with larger than or equal search space set ID than the search space ID where a corresponding limit is reached. PDCCH candidate dropping at a granularity of search space set level is coarse and can result to more dropped PDCCH candidates than necessary. For example, when after an allocation of PDCCH candidates and non-overlapping CCEs to search space sets with first indexes, a remaining number of PDCCH candidates is 5 and a number of configured for a search space set with a next index is 6, a UE drops PDCCH monitoring for all remaining PDCCH candidates even though a corresponding capability would be exceeded by only one PDCCH candidate. The inefficient PDCCH dropping rule could cause unnecessary PDCCH blocking due to an unnecessary reduction in PDCCH candidates. The problem can be more severe for RedCap UEs as the percentage of unnecessarily dropped PDCCH candidates, relative to the total number of PDCCH candidates, can be larger than for UEs with a larger PDCCH monitoring capability. 

Observation #4: UE drops PDCCH candidates for entire USS set when configured PDCCH candidates or non-overlapping CCEs exceed the corresponding UE PDCCH monitoring capability, and may drop more PDCCH candidates than required due to the coarse dropping granularity.

In addition to unnecessary PDCCH candidate dropping, PDCCH dropping per search space set can degrade a reliability of PDCCH reception when multiple beams are used and PDCCHs can be configured to be received in control resource sets (CORESETs) having a different transmission configuration indicator (TCI) state that correspond to a different PDCCH transmission beam through corresponding different quasi collocation (QCL) properties. In NR Rel-16, a search space set is associated with a CORESET that has a QCL assumption indicating a directional beam for reception. When PDCCH dropping is per whole search space set, search space sets corresponding to CORESETs with different beam directions or QCL assumptions may be dropped for some beam directions. 

Observation #5: USS sets corresponding to CORESETs with different beam directions or QCL assumptions may be dropped for some beam directions. 

One enhancement can be partial search space dropping. For example, instead of allocating all configured PDCCH candidates per USS set, a UE can allocate PDCCH candidates in an accumulated manner, where the UE only allocates partial of configured PDCCH candidates in each step.  In this case, partial PDCCH dropping per USS set can be achieved based on a predetermined scaling factor to determine the finer granularity of PDCCH allocation and dropping. 

Alternatively, it can be beneficial for a UE to drop candidates that are less likely to be used for scheduling PDSCH receptions by or PUSCH transmissions from the UE. For example, as a serving gNB configures a UE with search space sets based on RRC signaling, and RRC re-configurations are infrequent in order to avoid corresponding signaling overhead, a search space set is likely to include PDCCH candidates for channel control element (CCE) aggregation levels ranging from a smallest one, such as 1 CCE, to a largest one such as 16 CCEs to enable scheduling when the UE experiences corresponding favorable or unfavorable channel conditions such as a larger signal-to-interference and noise ratio (SINR) or a low SINR. However, the gNB would typically use for a PDCCH transmission a corresponding CCE aggregation level reflecting a last reference signal received power (RSRP) report or a last channel state information (CSI) report from the UE for a scheduling cell and then a UE would unnecessarily monitor a number of PDCCH candidates that corresponding to CCE aggregation levels that are unlikely to be used by a serving gNB on the scheduling cell. It would then be beneficial for a UE to monitor PDCCH according to search space sets reflecting channel conditions that the UE is experiencing, such as a SINR, or to avoid monitoring PDCCH candidates for CCE aggregation levels that are unlikely to be used by a serving gNB for PDCCH transmissions to the UE on a scheduling cell to schedule unicast PDSCH receptions by the UE or PUSCH transmissions from the UE. In this case, partial PDCCH dropping per USS set can be achieved based on a predetermined CCE AL priority order. 

Proposal #4: Support partial search space dropping for RedCap UEs. 

3.2 UE group scheduling based on a GC-DCI format

In order to avoid PDCCH blocking and improve spectral efficiency, group scheduling of multiple PDSCH receptions or PUSCH transmissions can be considered. As illustrated in Figure 1, the number of PDCCHs for dynamic scheduling is reduced, thus resulting in a decrease of PDCCH blocking probability and larger spectral efficiency. 




(a) UE-specific scheduling 



(b) Group-based dynamic scheduling 

Figure 1: Illustration of UE-specific scheduling and group-based scheduling.

Group-based scheduling can be supported by a GC-DCI format where a UE obtains scheduling information for a corresponding PDSCH/PUSCH based on one block of bits from multiple blocks of bits that are included in the GC-DCI, as for obtaining a TPC command from DCI format 2_2.  Each block of bits can correspond to a reduced DCI size, such as for DCI format 0_2/1_2 (excluding CRC), or can also indicate a configuration for some parameters from a predetermined set of configurations. The GC-DCI format can have same size as a UE-specific DCI format, such as DCI format 1_x, and the gNB can choose to schedule a PDSCH reception to or a PUSCH transmission from a UE using either the GC-DCI format or the UE-specific DCI format. For example, when the gNB needs to schedule only the UE, the gNB can use the UE-specific DCI format. When the gNB needs to schedule multiple UEs, the gNB can transmit only one PDCCH providing the GC-DCI format. This can be further facilitated for traffic types that do not have strict latency requirements, such as several traffic types for RedCap UEs, and the gNB can delay scheduling for a particular UE until there is scheduling for additional UEs so that the gNB can use the GC-DCI format, or until further delay is not possible for corresponding latency requirements and then the gNB can use the UE-specific DCI format. There is full flexibility for the gNB implementation and there is no additional PDCCH monitoring complexity for the UE.

The GC-DCI format for group-based dynamic scheduling can also be used to trigger activation, release, or retransmission of SPS PDSCH or CG-PUSCH Type 2 and this can be easily supported by a network by arranging activation/release of SPS PDSCH or CG-PUSCH. 

Proposal #5: Support UE-group scheduling based on compact DCI for RedCap UEs.

4 Performance Evaluation 
4.1 Power saving gain (PSG)

We evaluated PSG for the following methods as proposed in Section 2:
· Method #1 (M1): fixed reduction of maximum number of PDCCH candidates, , by 25%, 50%.
· Method #2 (M2): Dynamic adaptation of reduction maximum number of PDCCH candidates, i.e. , by 25%, 50%  based on the following rules:
· if there is more than one packets in the buffer, UE is indicated by a scheduling DCI format of default  ; 
· otherwise, UE is indicated by a scheduling DCI format of maximum number of PDCCH candidates, , reduced by 25% or 50%.

For reduction on PDCCH monitoring based on extended span gap, the power consumption should be equivalent to reduction of maximum PDCCH candidates. For example, we expect the power saving gain to be same for the case when the maximum number of PDCCH candidates is reduced by half and the other case when the span gap is extended from 1 slot to 2 slot. Because, the maximum number of PDCCH candidates to process per time unit is same for the two cases. 

Table 2A: Simulation results on PSG (%) for FR1
	 
Traffic mode
	Power saving gain at approximately 25% reduction in BDs 
	Power saving gain at approximately 50% reduction in BDs 

	
	FR1 1RX
	FR1 2RX
	FR1 1RX
	FR1 2RX

	
	M1
	M2
	M1
	M2
	M1
	M2
	M1
	M2

	Instant message
	4.5
	4.5
	4.5
	4.5
	9.0
	9.0
	6.9
	6.9

	Heartbeat
(inactivity timer = 200 msec)
	2.7
	2.7
	2.8
	2.7
	5.5
	5.5
	4.2
	4.2

	Heartbeat
(inactivity timer = 80 msec)
	2.6
	2.6
	2.5
	2.5
	5.1
	5.1
	3.9
	3.9

	VoIP
	3.5
	3.5
	3.5
	3.5
	7.0
	7.0
	5.3
	5.3















Table 2B: Simulation results on PSG for FR2
	 
Traffic mode
	Power saving gain at approximately 25% reduction in BDs 
	Power saving gain at approximately 50% reduction in BDs 

	
	FR2 1RX
	FR2 2RX
	FR2 1RX
	FR2 2RX

	
	M1
	M2
	M1
	M2
	M1
	M2
	M1
	M2

	Instant message
	6.3
	6.3
	6.6
	6.6
	12.7
	12.7
	13.2
	13.2

	Heartbeat
(inactivity timer = 200 msec)
	4.2
	4.2
	4.9
	4.8
	8.3
	8.3
	9.6
	9.6

	Heartbeat
(inactivity timer = 80 msec)
	3.9
	3.8
	4.6
	4.6
	7.6
	7.6
	8.9
	8.9

	VoIP
	6.5
	6.5
	6.8
	6.8
	13.1
	13.1
	13.7
	13.6














According to the simulation results on Table 2, we observe the following:

Observation #6: For FR1, PDCCH monitoring reduction of 25% can achieve about ~4.5%, ~3%, and ~3.5% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #7: For FR1 PDCCH monitoring reduction of 50% can achieve about ~8%, ~5%, and ~6% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #8: For FR2, PDCCH monitoring reduction of 25% can achieve about ~6.5%, ~4%, and ~7% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #9: For FR2, PDCCH monitoring reduction of 50% can achieve about ~13%, ~9%, and ~13.5% power saving gain for IM, Heartbeat, and VoIP, respectively

Observation #10: Dynamic adaptation on PDCCH monitoring triggered by scheduling DCI format achieves same power saving gain as fixed reduction of PDCCH monitoring. 

4.2 PDCCH blocking probability
For evaluation of PDCCH blocking probability, aggregation level (AL) selection probabilities should be considered. AL distributions can be determined according to CDFs of SINR and the SINR for achieving a target BLER for each AL. Three AL distribution configurations corresponding to good/medium/poor coverage are considered for the evaluation:
· Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02], assuming majority of the UEs are in is good coverage
· Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1], assuming majority of the UEs are in medium coverage
· Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4], assuming majority of the UEs are in poor coverage.
In addition, the CSS is not considered in the simulation for simplicity. The number of CCEs per CORESET for the monitored PDCCH is assumed to 56 and 32 for FR1 and FR2, respectively. 

For FR1, the number of candidates are assumed to be scaled uniformly across all configured CCE ALs, such that
· with no reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [6, 4, 4, 2, 2]
· 25% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [4, 3, 3, 2, 1]
· 50% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [3, 2, 2, 1, 1]
For FR2, the number of candidates are assumed to be scaled uniformly across all configured CCE ALs, such that
· with no reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [4, 3, 1, 1, 1]
· 25% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [3, 2, 0, 1, 1]
· 50% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [2, 2, 0. 0, 1]

The evaluation of PDCCH blocking probability for a variety of UE numbers are provide in Figure 2 for FR1 and Figure 3 for FR2.

[image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR1_1.jpg] 
(a): Good Coverage with AL distribution Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02]
[image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR1_2.jpg]
(b): Medium Coverage with AL distribution Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1]

[image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR1_3.jpg]
(c): Poor Coverage with AL distribution Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4]

Figure 2: PDCCH blocking probability with PDCCH monitoring reduction for FR1

[image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR2_1.jpg] 
(a): Good Coverage with AL distribution Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02] 

[image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR2_2.jpg]
(b): Medium Coverage with AL distribution Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1]
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(c): Poor Coverage with AL distribution Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4]

Figure 3: PDCCH blocking probability with PDCCH monitoring reduction for FR2

Observation #11: PDCCH blocking probability increases with respect to the increase of number of UEs and the increase of PDCCH monitoring reduction amount. 

Observation #12: PDCCH blocking probability is higher in FR2 than FR1.

With enhancement of group-based scheduling, multiple number of UEs can be scheduled by one PDCCH. Therefore, we can expect blocking portability for X UEs is reduced to be same as X/Y UEs, where Y is the number of UEs scheduled per PDCCH candidate. 

Observation #13: Group-based scheduling can significantly reduce PDCCH blocking probability for RedCap UEs.

With enhancement of PDCCH dropping, for example, a UE can be provided with CCE AL priority based on channel condition, for example CCE AL priority order = [1 2 4 8 16], [4 2 8 1 16], and  [16 8 4 2 1] for good, medium, and poor coverage, respectively. 

PDCCH candidates can be dropped based on the predetermined CCE AL priority order.  For FR1, we assumed at least one candidate is allocated for each configured CCE AL with a USS set 0, and remaining PDCCH candidates are allocated and dropped according to the CCE AL priority order, such that
· with no reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [6, 4, 4, 2, 2]
· 25% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [6, 4, 1, 1, 1] for good coverage, [2, 4, 4, 2, 1] for medium coverage, and [1, 4, 4, 2, 2] for poor coverage, respectively.
· 50% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [5, 1, 1, 1, 1] for good coverage, [1, 2, 4, 1, 1] for medium coverage, and [1, 1, 3, 2, 2] for poor coverage, respectively.
For FR2, we assumed the PDCCH candidates are allocated and dropped according to the CCE AL priority order, such that
· with no reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [4, 3, 1, 1, 1]
· 25% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [4, 3, 0, 0, 0] for good coverage, [1, 3, 1, 1, 1] for medium coverage, and [1, 3, 1, 1, 1] for poor coverage, respectively.
· 50% reduction in BD limit, number of candidates for each AL = [1 2 4 8 16] = [4, 1, 0, 0, 0] for good coverage, [0, 3, 1, 1, 0] for medium coverage, [0, 2, 1, 1, 1] for poor coverage, respectively.

The evaluation of PDCCH blocking probability for a variety of UE numbers with enhancement of PDCCH dropping rule are provided in Figure 4 for FR1 and Figure 5 for FR2.
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(a): Good Coverage with AL distribution Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02] [image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR1_2_enh.jpg]
(b): Medium Coverage with AL distribution Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1]
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(c): Poor Coverage with AL distribution Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4]

Figure 4: PDCCH blocking probability with enhancement of PDCCH dropping for FR2
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(a): Good Coverage with AL distribution Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02] [image: C:\Users\qiongjie.l\Desktop\LLS_NR_QL\PoS\PCM\103e_V1\FR2_2_enh.jpg]
(b): Medium Coverage with AL distribution Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1]
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(c): Poor Coverage with AL distribution Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4]

Figure 5: PDCCH blocking probability with enhancement of PDCCH dropping for FR2

Observation #14: Enhancement of PDCCH dropping rule can help reducing PDCCH blocking probability for RedCap UEs, especially for FR2 and lower BD reduction rate, i.e. 25%. 


4. Conclusion	
This contribution considered reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits. 

Following proposals and observation were made:

Observation #1: A RedCap UE can monitor a smaller maximum number of non-overlapping CCEs per slot on a serving cell than a Rel-16 UE.

Observation #2: At least for , a network may not be able to schedule more than 1 or 2 RedCap UEs per slot per DL BWP.

Observation #3: RedCap UEs with low target data rates expect less frequent and latency insensitive traffic in USS.

Observation #4: UE drops PDCCH candidates for entire USS set when configured PDCCH candidates or non-overlapping CCEs exceed the corresponding UE PDCCH monitoring capability, and may drop more PDCCH candidates than required due to the coarse dropping granularity.

Observation #5: USS sets corresponding to CORESETs with different beam directions or QCL assumptions may be dropped for some beam directions. 

Observation #6: For FR1, PDCCH monitoring reduction of 25% can achieve about ~4.5%, ~3%, and ~3.5% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #7: For FR1 PDCCH monitoring reduction of 50% can achieve about ~8%, ~5%, and ~6% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #8: For FR2, PDCCH monitoring reduction of 25% can achieve about ~6.5%, ~4%, and ~7% power saving gain for IM, Heartbeat, and VoIP,  respectively

Observation #9: For FR2, PDCCH monitoring reduction of 50% can achieve about ~13%, ~9%, and ~13.5% power saving gain for IM, Heartbeat, and VoIP, respectively

Observation #10: Dynamic adaptation on PDCCH monitoring triggered by scheduling DCI format achieves same power saving gain as fixed reduction of PDCCH monitoring. 

Observation #11: PDCCH blocking probability increases with respect to the increase of number of UEs and the increase of PDCCH monitoring reduction amount. 

Observation #12: PDCCH blocking probability is higher in FR2 than FR1.

Observation #13: Group-based scheduling can significantly reduce PDCCH blocking probability for RedCap UEs.

Observation #14: Enhancement of PDCCH dropping rule can help reducing PDCCH blocking probability for RedCap UEs, especially for FR2 and lower BD reduction rate, i.e. 25%. 

Proposal #1: Support reduced maximum numbers of PDCCH candidates per slot,  and  non-overlapping CCEs per slot,  , for RedCap UEs compared to Rel-16 with respect to reduced operating bandwidth.

Proposal #2: Extend the Rel-16 definition of and  values as a function of X for cases where X is larger than 14 symbols. 
Proposal #3: Study dynamic adaptation on PDCCH monitoring for
· maximum number of PDCCH candidates
· span gap X

Proposal #4: Support partial search space dropping for RedCap UEs. 

Proposal #5: Support UE-group scheduling based on compact DCI for RedCap UEs.
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