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[bookmark: _Toc46307390][bookmark: _Toc47530168][bookmark: _Toc53775883]1	Introduction 
A new SI [1] and a new WI [2] were approved in RAN #86 to study and extend NR support in the frequency range of 52.6 GHz to 71 GHz. This study item will include the following objectives:
· Study of required changes to NR using existing DL/UL NR waveform to support operation between 52.6 GHz and 71 GHz
· Study of applicable numerology including subcarrier spacing, channel BW (including maximum BW), and their impact to FR2 physical layer design to support system functionality considering practical RF impairments [RAN1, RAN4].
· Identify potential critical problems to physical signal/channels, if any [RAN1].
· Study of channel access mechanism, considering potential interference to/from other nodes, assuming beam based operation, in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6 GHz and 71 GHz [RAN1].
· Note: It is clarified that potential interference impact, if identified, may require interference mitigation solutions as part of channel access mechanism.   
The objectives for the WI, according to the outcome of the study item and leveraging FR2 design to the extent possible, are to extend NR operation up to 71 GHz considering both licensed and unlicensed operation. The following lists objectives with RAN1 lead:
· Physical layer aspects including [RAN1]:
· [bookmark: _Hlk26996217]New numerology or numerologies (µ value in 38.211) for operation in this frequency range. Addressing impact on physical signals/channels if any, as identified in the SI. 
· Time line related aspects adapted to each of the new numerologies, e.g., BWP and beam switching times, HARQ scheduling, UE processing, preparation and computation times for PDSCH, PUSCH/SRS and CSI, respectively. 
· Support of up to 64 SSB beams for licensed and unlicensed operation in this frequency range. 
· Physical layer procedure(s) including [RAN1]:
· Channel access mechanism assuming beam based operation in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6GHz and 71GHz. 
In this contribution, we first discuss the channelization design and selection of maximum channel bandwidth from regulatory, practical coexistence and engineering points of view. We then examine if the impact of different sub-carrier spacings on a diverse range of system aspects: (1) coverage, (2) cyclic prefix lengths and applicable environments, (3) phase noise modeling issues and phase noise handling with extensive link level evaluation results, (4) frequency and timing estimation tolerance issues, and (5) processing time issues. Finally, we discuss potential enhancements that are beneficial to NR operation in 52.6 to 71 GHz.
[bookmark: _Toc46307391][bookmark: _Toc47530169][bookmark: _Toc53775884]2	Channel bandwidth selection and channelization principle
[bookmark: _Toc53775885]2.1	NR channelization principle
The below agreement was made in RAN1#102-e, and the issue of NR channelization has been identified for further study. While a detailed band plan including channel raster, sync raster, precise spectral utilization, etc. is the purview of RAN4, here we discuss high level principles for an NR channelization design and band plan since it is integral to the discussion of channel bandwidth, and thus impacts RAN1.
Agreement:
· Consider the study of at least the following aspects, including the justification for the features and their potential benefits, if applicable
· System overhead impact from TDD switching time for larger subcarrier spacing
· Coverage enhancement mechanisms for control channels and SSB, if larger SCS is supported
· Any potential modifications to HARQ processes including number of processes, if supported
· Impact from MAC buffering for larger subcarrier spacing, if any
· NR channelization/sub-channelization and any potential impact from RAN1 perspective
· Additional RF impairments that impact evaluations
· Impact on BWP switching procedure due to new higher SCS, if supported
· Support of rank 2 transmission for DFT-s-OFDM in the uplink
· Other aspects and impacts due to introduction of higher SCS are not precluded.


Figure 1 illustrates the spectrum allocations in the 14 GHz frequency range spanning 57 – 71 GHz in various regions around the world taken from Table 4.2.1-1 of [3] with updates related to the IMT plan by CEPT. As can be seen, the regional frequency allocations consist of different subsets of a set of {2, 5, 2, 5} GHz blocks. The US and Europe/CEPT have the largest allocations – all 14 MHz allocated to unlicensed. Other regions have smaller allocations, with China having the smallest (5 GHz). A 5 GHz block allocated to IMT (licensed operation) in Europe is also defined from 66 – 71 GHz which overlaps with the upper part of the unlicensed allocation in Europe.

[image: ]
[bookmark: _Ref53057845]Figure 1: Regional frequency allocations from [3] and 802.11ad channelization

Figure 1 also shows the six 2.16 GHz channels defined by the IEEE 802.11ad standard. Evidently, if NR would happen to adopt the same 2.16 GHz channelization design as IEEE 802.11ad, a large wastage of spectrum would occur:
· 240 MHz at the lower edge of the band is unused in all regions
· 800 MHz at the upper edge of the band is unused in USA and Europe
· 680 MHz of the 5 GHz allocation in China is unused
· In recognizing the need to have at least three channels for cell planning [22], IEEE 802.11aj standard defined four 1.08 GHz channels nested within the two 2.16 GHz channels for the 60 GHz band in China. As a result, the spectrum wastage issues are left unaddressed in the 802.11aj channelization.
· 280 MHz of the 7 GHz allocation in Canada/Brazil/Mexico is unused
· In the IMT (licensed) allocation in Europe, one out of the 2 available 2.16 GHz channels is unusable since it extends outside the IMT allocation

[bookmark: _Toc53776182]Capture the following observation in TR 38.808. If NR adopts the same channelization design as IEEE 802.11ad/ay, large wastage of spectrum would occur in many regions.

Here we consider an alternate proposal for a band plan that is much better aligned to the regional frequency allocations.  The starting point of the band plan is to sub-divide the smallest regional allocations (China, IMT in Europe) into 3 nominal 1.6 GHz channels in order to make full use of those allocations. The nominal 1.6 GHz channels are further sub-divided into nominal 800 and 400 MHz channels. We show that the resulting channel spacing for all channel bandwidths fully utilizes the 14 GHz of available spectrum. We point out that it may be beneficial to consider minimum channel bandwidth less than 400 MHz, particularly for the IMT allocation in Europe, where it is not clear what size spectrum blocks will be available for licensed operation.
In the proposed band plan, we assume 480 kHz SCS and the 5 GHz band in China/Europe (IMT) is divided into 3/6/12 nominal 1600/800/400 MHz channels that are nested. This results in the actual channel bandwidths 4*B / 2*B / B where B = 408.96 MHz. Figure 2 shows the proposed band plan that fully utilizes the frequency allocations in all regions. The number of nominal 1600/800/400 MHz channels in the regions are given by the following:
Table 1: Number of 1600 / 800 / 400 MHz nominal channels per region in proposed example NR band plan in in Figure 2
	Region
	Number of available channels

	China and IMT allocation in Europe
	3/6/12

	US and unlicensed allocation in Europe
	8/16/32

	Canada, Brazil, Mexico
	4/8/17

	South Africa, Japan, Korea, Taiwan, Singapore, Australia
	5/10/22



It is of interest to compare this to the IEEE 802.11aj standard (adaptation of 802.11ad for mmWave in China). For .11aj, the goal was to increase the number of channels from only two 2.16 GHz channels to four 1.08 GHz channels; however, those 4 channels are still constrained to be nested within the two 2.16 GHz channels, thus the wastage of 680 MHz of spectrum in China is still present. The proposed NR band plan in Figure 2 also increases the number of available channels, but makes almost full use of the available 5 GHz allocation.

[image: ]
[bookmark: _Ref53062284]Figure 2: Proposed example NR band plan with full utilization regional frequency allocations

This proposed example NR band plan naturally results in channels that overlap the 2.16 GHz channel boundaries defined by the IEEE 802.11ad standard. However, as we point out in the next section (see Figure 7), the 802.11ad standard itself supports partially overlapping channels for channel bandwidths >2.16 GHz. In the companion contribution [4], we provide extensive evaluation results showing there are no coexistence issues even without deploying LBT protocols. Later in this section, we further demonstrate that misaligned channels do not create a coexistence problem either. It is therefore preferable for 3GPP NR to adopt a full utilization design from the start rather than sacrificing large portions of spectrum under the unnecessary constraint of aligning 3GPP channelization with that of IEEE 802.11ad.
For the purposes of comparison, Figure 3 shows a (non-preferred) band plan which is designed to align with the 802.11ad channelization. The channel bandwidths are left the same as above, but the channels are shifted so as to fit within each of the 2.16 GHz 802.11ad channels. Such an "aligned" design results in a reduced number of channels in all of the regions, which is a manifestation of the same spectrum wastage problem indicated in Figure 1. Table 2 shows the number of nominal 1600/800/400 MHz channels that are lost compared to the preferred channelization in Figure 2.

[bookmark: _Ref53674633]Table 2: Number of 1600 / 800 / 400 MHz nominal channels lost per region using the "aligned" design in Figure 3.
	Region
	Number of lost channels

	China and IMT allocation in Europe
	1/2/2

	US and unlicensed allocation in Europe
	2/4/2

	Canada, Brazil, Mexico
	1/2/2

	South Africa, Japan, Korea, Taiwan, Singapore, Australia
	1/2/2



[image: ]
[bookmark: _Ref53063396]Figure 3: Non-preferred band plan aligned with IEEE 802.11ad channelization

Here we investigate the potential impact of misaligned channels. For regions with smaller frequency allocations (small number of available channels), it may not be possible to avoid co-channel coexistence amongst networks, e.g., the 5 GHz allocation in China where there are a limited number of available channels. In the preferred band plan in Figure 2, three nominal 1.6 GHz channels are available in China. To assess if there are any performance impacts to adopting a band plan such as the preferred band plan which maximizes spectrum utilization, we evaluate a worst-case coexistence scenario. We consider two operators deploying in the same office (Indoor Scenario B) in which Operator #1 uses two 2 GHz channels and Operator #2 uses three 1.6 GHz channels – naturally the channels are misaligned between the two operators This is compared to a scenario where both operators use two 2 GHz channels where the channels are aligned.

[image: ]	[image: ]
(a) (b)
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Figure 4: Coexistence scenario between two operators (a) both operators use aligned 2 GHz channels, and (b) Operator #2 uses three 1.6 GHz channels misaligned with the two 2 GHz channels used by Operator #1. In both cases (a) and (b), Operator #1 deploys its AP(s) at the red location in the office box, and Operator #2 deploys at the blue location.

[bookmark: _Hlk53128210]In both cases, 12 UEs are associated with each operator and the UEs are divided equally amongst the used channels (either 2 or 3 depending on the scenario). In both scenarios, the traffic arrival rate per UE is the same, thus the offered traffic per operator is the same in both cases, regardless of the number of channels. The offered traffic is chosen so that Op#1 in the aligned case has 10%, 35% and 55% buffer occupancy. Both operators operate without LBT. In the UL, the transmit power per UE is the same in both scenarios. In the DL, the transmit power per channel is the same for each operator, thus the total transmit power scales with the number of channels (2 or 3). We emphasize that this is a worst-case scenario, as typically an operator with a multi-channel AP would need to divide a total power budget across the number of used channels resulting in a lower per-channel power for the operator with 3 channels compared to 2.
Figure 5 compares the performance between the aligned case (red/blue bars) and the misaligned case (yellow/cyan bars). Comparing the red/blue/yellow bars, one can see that Operator #1 is equally affected by Operator #2 regardless of whether Operator #2 uses two 2 GHz or three 1.6 GHz channels. Hence, there is no coexistence issue due to misaligned channels.
The cyan bar indicates lower throughput for Operator #2 at low load in the misaligned channel case. This is expected since each user has access to only 1.6 GHz instead of 2 GHz, and thus the peak rate is lower. However, this is compensated by lower buffer occupancy as shown in Figure 6 for Operator 2's network due to the ability to access 4.8 GHz of spectrum instead of 4 GHz. This results in larger served traffic (system throughput) for Operator 2's network.

	[image: ][image: ]
	(a)	(b)
[bookmark: _Ref53066896]Figure 5: Mean user throughput for different offered load points for (a) Downlink, and (b) Uplink.
[image: ]
[bookmark: _Ref53135284]Figure 6: Combined DL and UL mean buffer occupancy for different offered load points.

Based on the above analysis and discussion we propose the following
[bookmark: _Toc53776183]Capture the following observation in TR 38.808: It is beneficial to define NR channelization to allow full utilization of the various regional frequency allocations around the world. It is not necessary to align NR channelization with IEEE 802.11ad channelization from a coexistence point of view.

[bookmark: _Toc53775886]2.2	Channel bandwidth selection
As shown in the previous section, the frequency range of 57 – 71 GHz provides a large amount of spectrum for NR operations. A system bandwidth of larger than the currently supported 400 MHz can be envisioned. However, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes.
Several companies have taken the IEEE 802.11ad channel bandwidth of 2.16 GHz as a starting point for NR operation in the 52.6 – 71 GHz frequency range. There further appears to be misconception that adopting the same channel bandwidth is necessary from a coexistence perspective. From both a coexistence and a performance point of view, we provided evidence to the contrary in the previous section. Here we consider additional aspects of this misconception, and show in the following that  
[bookmark: _Toc46238822][bookmark: _Toc46238842][bookmark: _Toc46238933][bookmark: _Toc46238968][bookmark: _Toc46239031][bookmark: _Toc46239066][bookmark: _Toc46239099][bookmark: _Toc46239768][bookmark: _Toc46239897][bookmark: _Toc46240390][bookmark: _Toc46238823][bookmark: _Toc46238843][bookmark: _Toc46238934][bookmark: _Toc46238969][bookmark: _Toc46239032][bookmark: _Toc46239067][bookmark: _Toc46239100][bookmark: _Toc46239769][bookmark: _Toc46239898][bookmark: _Toc46240391][bookmark: _Toc46238824][bookmark: _Toc46238844][bookmark: _Toc46238935][bookmark: _Toc46238970][bookmark: _Toc46239033][bookmark: _Toc46239068][bookmark: _Toc46239101][bookmark: _Toc46239770][bookmark: _Toc46239899][bookmark: _Toc46240392][bookmark: _Toc46235349][bookmark: _Toc46237859][bookmark: _Toc46237892][bookmark: _Toc46238825][bookmark: _Toc46238845][bookmark: _Toc46238936][bookmark: _Toc46238971][bookmark: _Toc46239034][bookmark: _Toc46239069][bookmark: _Toc46239102][bookmark: _Toc46239771][bookmark: _Toc46239900][bookmark: _Toc46240393][bookmark: _Toc53775918]There is no regulatory or practical need to align the channel bandwidth (e.g., 2.16 GHz) with other technologies operating in the same 60 GHz band for coexistence purposes. 
Recognizing the necessity of beamformed transmissions to reach adequate link budget for reliable communications, most regulatory requirements for the 60 GHz bands place much fewer restrictions than those placed on the 5 or 6 GHz band (see further details in the companion contribution [4]). Among the various regulatory bodies from FCC to EC CEPT, the harmonized standard EN 302 567 for the CEPT c1 band (indoor operation in the EU market) imposes more requirements than any other. However, even EN 302 567 does not define a nominal channel bandwidth or any channelization in the 57 – 71 GHz frequency range. In fact, a device compliant with EN 302 567 can declare one or more nominal channel bandwidths and, for every declared nominal bandwidth, the device is required to support at least one mode of transmission where the transmission occupy at least 70% of the declared nominal channel bandwidth. As concluded in RAN1#102-e, this means that not all transmissions by the device must occupy more than 70% of declared nominal channel bandwidth; it is enough if at least some transmissions by the device occupy more than 70% of the declared nominal bandwidth. That is, any declared channel bandwidth is allowed and actual transmission bandwidth at any point in time may be different than the declared channel bandwidth according to the most stringent regulatory requirements.
We have provided extensive research and evaluation results in the companion contribution [4] to show that (1) the probability of interference is very low due to high directional beamforming and high attenuation; and (2) LBT procedures do not provide any observable benefit.
For the sub-7 GHz bands, overlapping channels can cause unnecessarily higher interference between different communication nodes, which was a mistake made in the Wi-Fi channelization design for the 2.4 GHz band. In the channelization design for 5 GHz, IEEE imposed a nonoverlapping channel principle to avoid such interference issues. However, this nonoverlapping channel principle has been abandoned by IEEE in the channelization designs for the 60 GHz band. As shown in Figure 7, it can be observed that channels with bandwidths >2.16 GHz overlap with each other. Such channelization designs from IEEE further support our empirical results that interference does not play an important factor in the 60 GHz system operations.
[image: ]
[bookmark: _Ref46233016]Figure 7: Channelization used by IEEE 802.11ay. It can be observed that channels with bandwidths >2.16 GHz overlap with each other.

For indoor mobility use cases, path losses are generally lower because of limited environment sizes. For fixed deployment use cases, regulations generally allow/require large beamforming gains, i.e., high EIRP. For both deployments and use cases, there can be high enough received powers to benefit from operating a large system bandwidth. As a reference for indoor use cases, the IEEE 802.11ad system operates a carrier bandwidth of 2.16 GHz. Further evolution in the 802.11ay specs introduced support of 4.32 GHz carrier bandwidth. However, operating at such large bandwidths limits the useable ranges and user experience severely. It is observed that the 802.11ad system can only be operated within the same room and at a distance of no more than 10 m [15][16][17]. Judging from the market experience, there is little evidence that supporting such a large bandwidth is beneficial.
In fact, there are many technical problems associated with very large channel bandwidths. Power amplifier (PA) performance generally degrades with large bandwidths. It is also difficult to realize linearization needed for higher order modulation over large bandwidths. Directivity of multiple antenna transmissions can vary across a wide bandwidth. All these factors limit the efficiency and impact the thermal aspects of the transmitters to achieve the desired EIRP targets. On the receiver side, we observe that noise figure, linearity and other receiver characteristics have significant dependence on the bandwidth. For instance, power consumption of the ADC can grow quadratically with the bandwidth, representing a large drain of the mobile batteries. Clearly battery drain in hand-held mobile devices is a key consideration demotivating very large channel bandwidths, unlike in fixed customer premises equipment which have a line power source.
Furthermore, a 2.16 GHz channel bandwidth is not compatible with 3GPP numerology. Using the same 4096 FFT size as Rel-15 NR, the addressable transmission bandwidths for different sub-carrier spacings (SCS) are tabulated in Figure 8. 
[bookmark: _Ref46235935]Figure 8: Maximum addressable system bandwidth assuming 4096 FFT size
	SCS [kHz]
	120
	240
	480
	960

	Addressable BW [GHz]
	0.40
	0.8
	1.6
	3.2



For 120 kHz SCS, 400 MHz bandwidth is addressable, and for 480 and 960 kHz SCS, 1.6 and 3.2 GHz bandwidths are addressable. 3GPP numerologies are designed in general to support around 77% FFT utilization. As discussed in [5]: “at a 2 GHz nominal bandwidth, use of 480 kHz is difficult as it requires an FFT utilization of 96.68%. While 960 kHz may be used, the disadvantage is that the %FFT utilization in this case is very low at 48.34%.” That is, forcing a 2.16 GHz channel bandwidth into the 3GPP numerology causes either implementation difficulty or excessive computation overhead.

[bookmark: _Toc46239036][bookmark: _Toc53776184]Capture the following observation in the TR: Targeting 2.16 GHz channel bandwidth results in low FFT utilization compared to Rel-15/16, causing larger computation overhead, and thus larger power consumption.
For outdoor mobility use cases, it is beneficial to restrict the transmission bandwidths to obtain adequate received signal to noise ratios for reliable system operations for a target site density. Region I regulation for 57 – 66 GHz stipulates mean EIRP limit of 40 dBm as well as a maximum power spectral density of 23 dBm/MHz. Hence, a minimum of 50 MHz transmission bandwidth is needed to deploy transmissions at the allowed EIRP limit and maximum PSD. North America regulations for 57 – 71 GHz restrict the maximum conducted output power at 27 dBm if the emission bandwidth is at least 100 MHz. The maximum conducted output power is reduced proportionally with the emission bandwidth otherwise. Therefore, coverage can be optimized by a transmission of 100 MHz. To enable NR operation in the 57 – 71 GHz bands with greater range, mobility and user experience, it is necessary to address the trade-off between peak rate, coverage and robustness carefully in the 3GPP SI and WI. In summary, NR operations in the frequency range of 57 – 71 GHz should enable a range of system bandwidths suitable for reliable and robust mobile use case in indoor as well as outdoor environments.
As shown in Figure 8, channel bandwidth up to 1.6 GHz can be realized with 480 kHz SCS. To address even wider bandwidths, carrier aggregation can be used. Current NR specifications is written based on a maximum SCS of  kHz and all timings are defined using . Adopting an even larger SCS will necessitate fundamental and comprehensive changes to the NR specifications. In our view, such changes can only be justified with an overwhelming benefit-over-cost ratio assessment.
Based on all of the above observations, we propose the following:
[bookmark: _Toc53776185]Consider channel bandwidths up to 1.6 GHz for NR operation in 52.6 to 71 GHz.
[bookmark: _Toc46307392][bookmark: _Toc47530170][bookmark: _Toc53775887]3	Sub-carrier spacing selection
The frequency range of 57 – 71 GHz provides a large amount of spectrum for NR operations. However, operation on bands in this frequency range are limited by practical device performance. For example, poor power amplifier (PA) efficiency and larger phase noise impairment, increased front-end insertion loss together with the low noise amplifier (LNA) and analog-to-digital converter (ADC) noise present particular challenges. Furthermore, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes. In this section, we provide our analysis on the various important factors that should be considered in the selection of sub-carrier spacings for NR operation in the 52.6 – 71 GHz range including
· Coverage considerations and BWP switching
· Delay spread issues
· Phase noise issues
· Frequency and timing estimation issues
· Processing time issues
Based on the analysis, we propose
[bookmark: _Toc53776186]Consider sub-carrier spacings up to 480 kHz for NR operation in 52.6 to 71 GHz.

[bookmark: _Toc46307397][bookmark: _Toc47530175][bookmark: _Toc46307393][bookmark: _Toc47530171][bookmark: _Toc53775888]3.1	Coverage considerations 
[bookmark: _Toc53775889]3.1.1	Deployments for Ensuring Coverage
As we discuss in the next section (3.1.2), with larger SCS, the OFDM symbol duration becomes shorter which negatively impacts coverage for fixed payload channels (e.g., PDCCH/PUCCH) and variable payload channels (e.g., PDSCH/PUSCH). The same is true for initial access signals and channels (SS/PBCH block, PRACH) as we show using link budget results in Sections 4.1.1 and 4.1.2, respectively.
[bookmark: _Toc53776187]Capture the following text in TR 38.808: Increased SCS translates to a loss in coverage for initial access signals and channels (SS/PBCH block, PRACH), fixed payload channels (e.g., PDCCH/PUCCH), and variable payload channels (e.g., PDSCH/PUSCH) due to shorter OFDM symbol duration.
Based on this observation, it is important to deploy in a manner that ensures coverage, which further guides what sort of design changes/enhancements compared to Rel-16 should be supported for operation of NR in the 52.6 – 71 GHz band. Two example deployments ensuring coverage are shown in Figure 9. In both cases, a carrier in the 52.6 – 71 GHz band is deployed, but for the non-standalone deployment, this carrier inter-works with a low(er)-band carrier through carrier aggregation (CA) or dual-connectivity (DC).
For the standalone case, coverage is ensured by configuration of relatively narrow initial BWP using 120 kHz SCS to avoid coverage loss. The initial BWP is used for initial access, and the existing FR2 framework is directly applicable, e.g., 120 kHz for PRACH and 120/240 kHz for SS/PBCH. In addition, an additional wide BWP is configured with larger SCS (480 kHz), and through BWP switching, this BWP is used to support high data rates when needed and as long as the UE is in sufficiently good channel conditions.
For the non-standalone case, a PCell in the low(er) band carrier is configured with 15/30 kHz SCS (for FR1) or 120 kHz SCS (for FR2) for which coverage is ensured. Again, the existing Rel-15 initial access framework is directly appliable. In addition, an SCell or PSCell is configured on the high band carrier (in the 52.6 – 71 GHz band) with 480 kHz SCS which inter-works with the low(er)-band carrier through CA/DC. The SCell/PSCell is activated in order to support high data rates when needed as long as the UE is in sufficiently good channel conditions.
Based on these deployment scenarios, the basic tools in the Rel-16 spec are already in place to ensure both coverage and support of high data rates. We do not see a need to standardize coverage enhancement approaches for initial access signals and channels or for control/data channels for larger SCS.
[bookmark: _Toc53775919]For operation in the 52.6 – 71 GHz band, basic tools in the Rel-16 specifications, e.g., FR2 initial access framework, BWP switching, CA/DC activation already support both standalone and non-standalone deployments that can ensure coverage. It is not needed to specify coverage enhancement approaches for larger SCS for initial access signals and channels or for control/data channels.
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[bookmark: _Ref53582177]Figure 9: Deployment scenarios for ensuring coverage with reuse of FR2 initial access framework

[bookmark: _Toc53775890]3.1.2	Coverage as a function of SCS
With a larger SCS, the OFDM symbol duration becomes shorter which limits the accumulation of signal energy due to the shorter durations as shown in Figure 10. As a result, link budget and coverage can become severely compromised. We discuss this issue here in the context of fixed payload channels (e.g., PDCCH/PUCCH) and variable payload channels (e.g., PDSCH/PUSCH). We further discuss link budget issues for SS/PBCH and RACH in Sections 4.1.1 and 4.1.2, respectively, and show degraded link budget as the SCS is increased.
[bookmark: _Ref53488605]Figure 10: OFDM duration for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960

	OFDM symbol duration [μs]
	8.93
	4.46
	2.23
	1.12



For the case of fixed payload channels, consider PDCCH carrying 72 bits as an example. With a CORESET of three OS in duration, this PDCCH represents a 2.7 Mbps link with 120 kHz SCS. The same PDCCH becomes 11 and 22 Mbps links for 480 and 960 kHz SCS, respectively. In the low SINR coverage limit regime, transmission rate is directly proportional to the operating SINR. Hence, PDCCH coverage with the 480 and 960 kHz SCS are 3 and 6 dB worse than that with 120 kHz SCS. Similar coverage shortages with larger SCSs apply to other fixed payload size signals such as PSS/SSS/PBCH, PRACH, PUCCH, paging, msg2, etc.
For the case of variable payload channels such as the PDSCH and the PUSCH, the importance of the duration over which coherent accumulation of energy is performed can be appreciated by considering the signal-to-ISI ratio (SIR). To this end, denote the received tap powers and delays by  and the start of CP window by . In Figure 11, we illustrate the differently delayed received versions of OFDM symbols X-1, X and X+1. It can be seen that, when a signal arrives before the start of the CP window , part of symbol X+1 enters the FFT window of symbol X causing ISI. At the same time, part of the transmitted signal for symbol X is discarded resulting in loss of orthogonality. Similarly, when a signal arrives after the end of the CP window , part of symbol X-1 enters the FFT window of symbol X causing ISI and loss of orthogonality.
[image: ]
[bookmark: _Ref53406709]Figure 11: Analysis of inter-symbol interferences from symbol X-1 and X+1 to and loss of orthogonality in symbol X.
The ratio of energy received in the receive window of symbol X and originating from symbol X to the energy originating from symbol X-1 and X+1 due to time dispersion can then be approximated by [10]:

where  is the OFDM symbol duration. The ISI integration duration, , is given by

where  is the CP duration. The first term of  is non-zero if the tap is early and the second term is non-zero if the tap is late (taking CP duration into account). As noted above, the factor of two in the denominator is to account for the loss of orthogonality between subcarriers caused by an impulse response not being fully contained in the CP as the effect of such long impulse response on the actual OFDM symbol cannot be expressed as a cyclic convolution.
From the SIR formula, it can be observed that given fixed tap powers , the numerator is directly proportional to the OFDM symbol duration  which becomes shorter with larger SCS. Therefore, SIR can still be severely limited by short OFDM symbol duration associated with large SCSs even in the optimistic case that the amount of the ISI remains the same as the SCS is increased. Consequently, the coverage for a certain data rate shrinks as the SCS is increased.
[bookmark: _Toc53775891]3.2	Delay spread issues
With larger sub-carrier spacings, the OFDM symbol duration and the associated cyclic prefix (CP) duration become shorter. As shown in Figure 12, the normal CP lengths are reduced from 586 ns for 120 kHz SCS to 73 ns for 960 kHz. Such short CP lengths present serious link performance limitations to NR operation in the 52.6 – 71 GHz frequency range for environments with post-beamforming RMS delay spreads that are a significant fraction of the CP duration. In such environments there is little or no margin left for other sources of synchronization errors such as initial timing error, timing advance setting, timing advance adjustment granularity, and timing differences expected in multi-TRP deployments (see detailed discussion in Section 3.4).
[bookmark: _Ref39485433]Figure 12: Normal CP durations for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	Overhead

	NCP duration [ns]
	585.9
	293.0
	146.5
	73.2
	6.7%



One such environment for which the post-beamforming delay spread can be a significant fraction of the CP duration for 960 kHz SCS is the Factory Scenario-A (InF-DL) defined in TR 38.808 as one of the system level evaluation scenarios [8]. The layout for this scenario is illustrated in Figure 13 in which there are 18 gNBs deployed in a lattice within the factory hall.

[image: ]
[bookmark: _Ref53500897]Figure 13: gNB layout for Factory Scenario-A (InF-DL) defined in TR 38.808. The dimensions are given by L = 300m, W = 150m, and D = 50m. The ceiling height is 10m.
It is worth to note that in TR 38.808 Factory Scenario-A (InF-DL) assumes a BS antenna height of 1.5 meters and that the BS is ceiling mounted. In our view this is not realistic considering the UE antenna height is also 1.5 meters. For this reason, we have chosen to use the InF-DH scenario instead for our system level evaluations, which is very similar to InF-DL except that the BS antenna height is 8 meters.
[bookmark: _Toc53776188]In TR 38.808, change the system level evaluation assumption for Factory Scenario A from Dense Clutter & Low BS (InF-DL) to Dense Clutter & High BS (InF-DH) to be consistent with ceiling mounted gNBs.
Here we evaluate the InF-DH deployment scenario through system level simulation to determine the distribution of post-beamforming delay spread. To explore further whether the delay spread will affect actual link performance, we capture statistics on the ratio of ISI-induced interference to noise (INR). In [11], this statistic is proposed as a relevant measure to determine what fraction of gNB-UE links will experience conditions in which the interference due to ISI dominates noise, and thus limit achievable link data rates.
Figure 14 shows the CDF of RMS delay spread obtained from system simulation for InF-DH. As can be seen the 90th percentile RMS delay spread (45.2 ns) is a significant fraction of the CP duration for 960 kHz SCS (73.2 ns). It is noted that this graph shows RMS values; instantaneous values will thus often exceed the CP duration.
[bookmark: _Toc53776189]Capture the following observation in TR 38.808. Factory Scenario A (InF-DH) results in post-beamforming delay spreads that are a significant fraction of the CP duration for 960 kHz SCS.
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[bookmark: _Ref47371861]Figure 14: CDF of pre- and post-beamforming RMS delay spread based on system level evaluation for Factory Scenario-A (InF-DH) defined in TR 38.808. The gNB is deployed with single-antenna panel with array size 4x8 (ceiling-mounted). The UE antenna array size is 2x2. 
[bookmark: _Toc47697546][bookmark: _Toc47697963][bookmark: _Toc47709980][bookmark: _Toc47710006]To further investigate the impact of such a delay spread distribution, we capture the distribution of the interference-to-noise ratio (INR), where the interference is due to ISI. The level of interference is a function of the CP duration (see discussion in Section 3.1.2), and the noise level is a function of the carrier bandwidth. As mentioned above, INR is a useful predictor of what fraction of gNB-UE links will experience conditions in which the interference due to ISI dominates noise, and thus limit link performance. The INR distribution is shown in Figure 16 for several sub-carrier spacing values from 120 to 960 kHz and two different carrier bandwidth values, 400 and 2000 MHz. In addition, we consider two different EIRP limits for DL transmission, 40 dBm and 55 dBm. The latter can be relevant for licensed deployments. For reference, results are shown for Outdoor Scenario A (UMi) defined in TR 38.808 [8].
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	(c)	(d)
Figure 15: Distribution of interference-to-noise ratio (INR) where the interference is due to ISI for (a) 400 MHz CBW and 40 dBm EIRP; (b) 400 MHz CBW and 55 dBm EIRP; (c) 2000 MHz CBW and 40 dBm EIRP; and (d) 2000 MHz CBW and 55 dBm EIRP.
In the above graphs, a vertical line is drawn at INR = -3 dB which allows one to determine the percentage of gNB-UE links for which INR > -3 dB. This provides a measure of when interference due to ISI starts to become comparable to the noise level. We note that the same threshold is used in [11]. The percentages determined from these graphs are tabulated in Table 3 below for the case of 960 kHz SCS. 
[bookmark: _Ref53503904][bookmark: _Ref53503899]Table 3: Percentage of gNB-UE links experience INR > -3 dB for 960 kHz SCS.
	
	UMi
(Outdoor Scenario A)
	InF-DH
(Factory Scenario A)

	Carrier
Bandwidth
	40 dBm EIRP
	55 dBm EIRP
	40 dBm
EIRP
	55 dBm
EIRP

	400 MHz
	0%
	6%
	22%
	50%

	2000 MHz
	0%
	2%
	10%
	37%



Evidently, for the indoor factory scenario, the percentage of links for which interference due to ISI is dominant can be significant for 960 kHz, thus limiting achievable data rates. Put another way, if using 960 kHz SCS, there are a significant number of links for which a high data rate could be achieved if ISI was not limiting due to too short CP. This is especially true when one factors in other sources of synchronization errors such as initial timing error, timing advance setting, timing advance adjustment granularity, and timing differences expected in multi-TRP deployments (see analysis in Section 3.4). With these sources of error, there is little or no margin left for delay spread if using 960 kHz SCS. This motivates the use of lower subcarrier spacings, e.g., 480 kHz for which the CP is double the duration.
The above analysis clearly demonstrates that it is important to perform link level evaluations with sufficiently large post-beamforming RMS delay spreads to cover a suitable range of deployment scenarios, including the indoor factory scenario considered here. It would be dangerous to make SCS selections based on too optimistic assumptions. Moreover, the SCS selection must account not only for delay spread, but must leave sufficient margin for various sources of time synchronization error.
[bookmark: _Toc47697965][bookmark: _Toc47709982][bookmark: _Toc47710008][bookmark: _Toc47697966][bookmark: _Toc47709983][bookmark: _Toc47710009][bookmark: _Toc53775920]For selection of suitable SCS for the 52.6 – 71 GHz frequency range, it is important to perform link level evaluations with sufficiently large post-beamforming RMS delay spreads that are representative of a suitable range of deployment scenarios including the indoor factory scenario analyzed above (e.g., up to at least 40 ns using the agreed TDL-A model). It is important to consider the margin left over for other sources of time synchronization error such as initial timing error, timing advance setting, timing advance adjustment granularity, and timing differences expected in multi-TRP deployments.
[bookmark: _Toc53775892]3.3	Phase noise issues
In the study for NR mm-wave frequencies, phase noise was identified as one important factor to consider in the selection of subcarrier spacing that maximizes the achievable signal quality [14]. Since phase noise generally increases by 6 dB when carrier frequency doubles, impacts of phase noise on NR operations in the 52.6 – 71 GHz range can be expected to be more pronounced than those on NR operations in the FR2. The presence of phase noise can cause two types of impairments to an OFDM signal: (1) a common random phase rotation (same on each subcarrier); and (2) inter-carrier interference between subcarriers. 
In this section, we first provide extensive comparison between the TR 38.803 Ex 2 models that have been used by RAN1 discussion so far and the new phase noise models proposed in RAN4. We provide qualitative observation of the differences, analytical calculation of the implied phase noise interference, and extension link evaluation results for the different phase noise models.
We then provide and show inter-subcarrier interference (ICI) caused by phase noises can be effectively mitigated by simple algorithm using the existing Rel-15 PT-RS structure.
Finally, we present a summary of the extensive link evaluation results contained in [7] according to the RAN1 agreed link evaluation procedures and parameters.
[bookmark: _Toc53775893]3.3.1	Impact of different phase noise models
In response to RAN1 LS, new phase noise models have been proposed in RAN4:
· The models for both UE and BS proposed in [18] are based on surveying recently published data on both state-of-the-art PLL and crystal oscillators that lead to an improved model representing the current technology envelope.
· The model for UE proposed in [19] is based on measurements/simulation on 70 GHz UE PLL.
In Figure 16, we plot the TR 38.803 Ex 2 models on the left and the new models on the right. Several high-level qualitative differences can be immiedately observed:
· Ex 2 models exhibit sudden discontinous changes of slopes around 100 kHz frequency offsets. The PLL phase noise is a linear combination of multiple weighted and filtered noise sources. The transfer function of these filters can be represented by rational polynomials in the frequency domain and are smooth, with no discontinuity in the derivative. Thus, the behavior seen in the first set of models is not a realistic representation of an actual physical system.
New phase noise models proposed in [19][20] do not have such unphysical characteristics.
· Ex 2 models exhibit steep slopes in the 100 kHz to 1 MHz frequency offset range. Since the subcarrier spacings under discussion for NR operations in 52.6 – 71 GHz fall in this region, Ex 2 models imply that, as the subcarrier spacing increases, the phase noise contribution reduces rapidly.
On the other hand, for the new phase noise models, shallow or flat slopes over the same freqeuncy offset range can be observed. That is, the new phase noise models imply the phase noise impairment to the signal is relatively insensitive to the subcarrier spacing sizes.
Further details and analysis can be found in coming RAN4 contribution [18].
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[bookmark: _Ref53142132]Figure 16: Comparison of (left) TR 38.803 Example 2 models [14] and (right) new model proposals in RAN4 [19][20].

An analytical framework to study the interference power contributions of the common phase error (CPE) and the intercarrier interference (ICI) components is presented in [21]. The ICI power can be obtained by integrating the phase noise power spectral density shown in Figure 16 with the following weighting function:

where the rectangular function  if  and  otherwise. The ICI power integrated over a 2 GHz bandwidth is shown in Figure 17. It can be observed that:
· ICI powers are dominated by the phase noises at the UE side. The ICI power contribution from the BS phase noise is generally more than 5 dB lower than that from the UE phase noise.
· With the Ex 2 UE or BS phase noise models, the ICI power has a very strong dependency on the sub-carrier spacing. For example, with the Ex 2 UE model, the ICI powers for the 120 kHz SCS and the 960 kHz SCS differ by 5 dB.
· In contrast, with the new phase noise models proposed in RAN4, the dependency on the sub-carrier spacing of the ICI power is much reduced. For the model proposed in R4-2010176 (ref [19]), there is only a 2 dB ICI power difference between the 120 kHz SCS and the 960 kHz SCS. For the UE model proposed in R4-2011494 (ref [20]), the ICI power difference between the two sub-carrier spacings is reduced to less than 1 dB.
[image: ]
[bookmark: _Ref53141571]Figure 17: ICI powers at different subcarrier spacings for different phase noise models integrated over 2 GHz bandwidth.

In the following, we provide link-level evaluation results in terms of DL-SCH block error rate (BLER) vs. signal to noise ratio (SINR) for the TDL-A channel with 10 ns delay spread according to the RAN1 agreed evaluation assumptions. Two channel bandwidths are considered:
· 400 MHz
· 256 RBs @ 120 kHz SCS
· 128 RBs @ 240 kHz SCS
· 64 RBs @ 480 kHz SCS
· 1600 MHz
· 256 RBs @ 480 kHz SCS
· 128 RBs @ 960 kHz SCS
To compare the impact of different phase noise models, we consider the following three sets of phase noise models:
· PN model set 1 
· BS: Ex2 BS
· UE: Ex2 UE
· PN model set 2
· BS: Ex2 BS
· UE: R4-2011494 (ref [20])
· PN model set 3
· BS: R4-2010176 DM=0 dB (ref [19])
· UE: R4-2010176 DM=5 dB (ref [19])
In all link-level simulations for OFDM, current Rel-15 PTRS configurations with K=2 and L=1 are used and CPE compensation is applied to the received signals.
The BLERs for MCS 16 and MCS 22 (which use 16QAM and 64QAM, respectively) using the three sets of phase noise models are provided in Figure 18, Figure 19 and Figure 20. The following observations can be made.
· With phase noise model set 1 using Ex 2 models at both BS and UE, BLER performance with only CPE compensation depends strongly on the SCS. It can be observed in Figure 18 that links using larger SCS outperforms those with smaller SCS. That is, links using small SCS suffer more from ICI problems caused by the time-varying phase noise. For 400 MHz bandwidth with 120 or 240 kHz SCS as well as 1.6 GHz bandwidth with 480 kHz SCS, BLER floors can be observed.
· With phase noise model set 2, the Ex 2 UE model is replaced by the new UE phase noise model provided in R4-2011494 (ref [20]). For the BS, the same Ex 2 BS model is still applied. It can be clearly observed in Figure 19 that there is significantly less dependence of BLER performance on SCS. For all test cases, no error floor is observed for smaller subcarrier spacings. Instead, there is only around 1 dB performance difference between consecutive SCSs.
· With phase noise model set 3, the BS and UE phase noise is modeled by the model provided in R4-2010176 (ref [19]) with different design margins, respectively. Similar to the cases observed in phase noise model set 2, there is significantly less dependence of BLER performance on SCS in Figure 20 than that observed in phase noise model set 1. Between consecutive SCSs, BLER performance for the same bandwidth differs by only 1 to 2 dB.
· With larger delay spreads, systems with large SCS start to suffer from inter-symbol interference (ISI). For the example of 960 kHz SCS, link performance error floor starts to develop for the 64QAM in a channel with 40 ns average delay spreads for all phase noise model sets. In contrast, for 480 kHz SCS, the performance is quite insensitive to delay spread in the range 10 – 40 ns for phase noise model sets 2 and 3. 
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[bookmark: _Ref52969641]Figure 18: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. CPE compensation is used assuming the PN model set 1. The dotted/solid curves correspond to MCS 16/22, respectively.
[image: ][image: ]
[bookmark: _Ref52969657]Figure 19: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. CPE compensation is used assuming the PN model set 2. The dotted/solid curves correspond to MCS 16/22, respectively.
[bookmark: _Ref52969664] [image: ] [image: ]
[bookmark: _Ref53395981]Figure 20: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. CPE compensation is used assuming the PN model set 3. The dotted/solid curves correspond to MCS 16/22, respectively.
In summary, link evaluation performed so far in RAN1 based on only Ex 2 models can lead to the belief that small SCSs suffer significantly from ICI problems and, hence, a large SCS is preferred. It is, however, demonstrated in this section, both analytically and empirically, that all the observed link performance differences are essentially caused by the Ex 2 UE model with characteristics that may not reflect current state of the technology. The danger of pessimistic conclusions induced by the Ex 2 UE model is also observed in R4-2011494 [20]:
“Model 2 use fabrication methods with curve of 2 sections which is divided by loopBW for UE and gNB respectively. From UE implementation perspective, model 2 is a little pessimistic which may have impact on performance evaluation processed in RAN1, ...”
When the UE phase noise model is replaced by either (1) the measurements/simulation on 70GHz UE PLL [20], or (2) state of the art representative implementation of integrated RF circuit solutions [19], SCS and ICI issues play much reduced roles in the link performance. Therefore, it is important for 3GPP to adopt more suitable phase noise models in the discussion and system designs for NR operation in 52.7 – 71 GHz range.

[bookmark: _Toc53776190]Capture the following in TR 38.808: Link evaluation based on phase model Ex 2, with characteristics not reflecting realistic devices or current state of the technology, can lead to pessimistic assessment of smaller sub-carrier spacings. It is important for 3GPP to adopt more suitable phase noise models in the discussion and system designs for NR operation in 52.7 – 71 GHz range.

[bookmark: _Toc53775894]3.3.2	ICI phase noise compensation for OFDM
In this section, we consider a simple ICI compensation algorithm and evaluate its performance. Let the transmitted symbol and the channel response for sub-carrier  be  and , respectively. The time-varying phase noise induces inter-carrier-interference (ICI) in the received signal  [6]:

PTRS are transmitted on sub-carriers . The values of  at these sub-carriers are hence known and can be used to estimate a de-ICI filter of  taps:

For , the de-ICI filter reduces to single-tap common phase error (CPE) compensation:

For ICI compensation, we use  in this contribution. The 3-tap de-ICI filter can be obtained from minimizing the residue sum of squares:

This is a simple least square problem with solution given by

Note that  is a small 3x3 matrix. To compensate the ICI, the received signal  is filter by .
The compensation procedure places no restriction on the locations of the PTRS. That is, the PTRS can be distributed as Rel-15 NR PTRS or clustered as studied by some companies.
In the following, we provide link-level evaluation results in terms of DL-SCH block error rate (BLER) vs. signal to noise ratio (SINR) for the TDL-A channel with 10 and 40 ns delay spread according to the RAN1 agreed evaluation assumptions. Two channel bandwidths are considered:
· 400 MHz
· 256 RBs @ 120 kHz SCS
· 128 RBs @ 240 kHz SCS
· 64 RBs @ 480 kHz SCS
· 1600 MHz
· 256 RBs @ 480 kHz SCS
· 128 RBs @ 960 kHz SCS
To compare the impact of different phase noise models, we consider the same 3 sets of phase noise models as described in the previous section (3.3.1).
In all link-level simulations for OFDM, current Rel-15 PTRS configurations with K=2 and L=1 are used and ICI compensation is applied to the received signals.
· With phase noise model set 1, the de-ICI algorithm presented above can effectively remove the ICI degradation for SCS ≥ 240 kHz as shown in Figure 21. There is still residual ICI degradation with 120 kHz SCS.
· As observed in the previous section, with phase noise model set 2 and set 3, there is significantly less dependence of BLER performance on the SCS. The de-ICI algorithm can remove the ICI degradation effectively as shown in Figure 22 and Figure 23, even for 120 kHz SCS.
· For small delay spread (5/10 ns) and 1.6 GHz bandwidth, while there is a small gain with ICI compensation for 960 kHz SCS compared to 480 kHz SCS, this gain vanishes for 20 ns delay spread. Furthermore, 960 kHz SCS becomes unusable for 40 ns delay spread due to severe interference (ISI).
In summary, with simple ICI compensation, link performance of smaller sub-carrier spacings can be brought on par with that of larger sub-carrier spacings particularly in the range of typical link adaptation target of 10% BLER for channels. Therefore, there is no need to drastically increase SCS, e.g., to 960 kHz, to combat phase noise.

[bookmark: _Toc53776191]Capture the following observation in TR 38.808: Effective mitigation of ICI caused by phase noises for OFDM can be performed using the existing Rel-15 NR distributed PT-RS structure.
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[bookmark: _Ref53570277]Figure 21: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. ICI compensation is used assuming the PN model set 1. The dotted/solid curves correspond to MCS 16/22, respectively.
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[bookmark: _Ref53570290]Figure 22: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. ICI compensation is used assuming the PN model set 2. The dotted/solid curves correspond to MCS 16/22, respectively.
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[bookmark: _Ref53570291]Figure 23: BLER for TDL-A channel with 10 ns (left) and 40 ns (right) delay spread. ICI compensation is used assuming the PN model set 3. The dotted/solid curves correspond to MCS 16/22, respectively.
[bookmark: _Toc52892736][bookmark: _Toc52893733][bookmark: _Toc52893878][bookmark: _Toc52893984][bookmark: _Toc52894020][bookmark: _Toc52894070][bookmark: _Toc53082964][bookmark: _Toc53085968][bookmark: _Toc53086141][bookmark: _Toc53082965][bookmark: _Toc53085969][bookmark: _Toc53086142][bookmark: _Toc53086143]
[bookmark: _Toc53775895]3.3.3	Summary of link level evaluation results
Extensive link evaluation results are presented and tabulated in [7]. In this section, we highlight several important observations and conclusions from the collection of results.
[bookmark: _Toc53775896]3.3.3.1	CP-OFDM with NCP
For the TDL-A channel with 10 and 40 ns, we have presented and discussed the link performance with CPE or simple ICI compensation in Section 3.3.1 and 3.3.2, respectively. To further summarize and crystallize the above link performance results we compare 480 kHz and 960 kHz SCS for 1.6 GHz bandwidth in Figure 24 for the case of MCS22. From this comparison, we can conclude that the performance with SCS of 480 kHz with simple ICI compensation is on par or better than the performance with 960 kHz with CPE compensation only.
[bookmark: _Toc53584492][bookmark: _Toc53655907][bookmark: _Toc53740244][bookmark: _Toc53740342][bookmark: _Toc53740408][bookmark: _Toc53740473][bookmark: _Toc53740537][bookmark: _Toc53774102][bookmark: _Toc53776192]Capture the following observation in TR 38.808: Systems with smaller sub-carrier spacing equipped with simple ICI compensation is on par or better than systems with larger sub-carrier spacing equipped with only CPE compensation.
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[bookmark: _Ref53086176][bookmark: _Ref53395088]Figure 24:  BLER for 480 kHz and 960 SCSs for 1.6 GHz bandwidth with Rel-15 PT-RS structure with PN model set 1 for TDL-A channel with (a) 10 ns, (b) 20 ns, and (c) 40 ns delay spread.

[bookmark: _Toc53775897]3.3.3.2	CP-OFDM with ECP
The analysis in Section 3.2 also pertains to the cases where extended CPs are used in conjunction with larger SCS to mitigate the amount of ISI. As tabulated in Error! Reference source not found., the durations of the extended CPs for the 960 kHz SCS can be similar or even longer than that for the 480 kHz SCS. However, what matters at the end for the link and system performance is the SIR which depends not only on the amount of accumulated ISI energy but also the amount of accumulated signal energy. From the SIR formula in Section 3.2, it can be observed that given fixed tap powers , the numerator is directly proportional to the OFDM symbol duration  which becomes shorter with larger SCS. Therefore, SIR can still be severely limited by short OFDM symbol duration associated with large SCSs even with extended CPs. 
Figure 25: Extended CP durations for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	Overhead

	ECP duration [ns]
	2083.3
	1041.7
	520.8
	260.4
	20%



Furthermore, data rates are reduced by 15% because of the higher overhead introduced by using extended CP. More specifically, higher MCS will need to be used in conjunction with ECP to achieve the same data rate as with NCP. Let  and denote the allocated # of OS and code rate for NCP, respectively. Assuming one DMRS OS, the code rate for ECP should be raised to . For the example of , NCP MCS16 achieves higher data rate than ECP MCS19 (64QAM). NCP MCS22 achieves similar data rate as ECP MCS25.
From Figure 24, we can observe that 960 SCS has significant performance loss as compared to 480 SCS in TDL-A 40 ns channel due to ISI caused by channel dispersion because of the shortened CP. In terms of BLER, the performance loss due to ISI can be reduced by using extended CP (ECP). However, data rates are also reduced by 15% because of the higher overhead introduced by using extended CP.  To have fair comparison between NCP and ECP, we provide link performance for the following scenarios in Figure 26. 
· 256 RBs @ 480 kHz SCS (1600 MHz BW)
· NCP: MCS22 with ICI compensation 
· 128 RBs @ 960 kHz SCS (1600 MHz BW)
· NCP: MCS22 with CPE compensation
· NCP: MCS22 with ICI compensation
· ECP: MCS22 with CPE compensation
· ECP: MCS22 with ICI compensation
· ECP: MCS25 with CPE compensation
· ECP: MCS25 with ICI compensation
We can observe that the performance with SCS of 480 kHz with simple ICI compensation is better than the performance with 960 kHz + ECP in all cases, even for allowing lower data rates carried by the ECP cases. On an equal data rate basis, 480 kHz + NCP is more than 6 dB better than 960 kHz + ECP. Therefore, there is no need to support 960 SCS in conjunction with ECP for Rel-17 NR operation in 52.6 to 71 GHz.

[bookmark: _Toc53776193]Capture the following observation in TR 38.808: 960 kHz SCS ECP MCS 22 performs worse than 480 kHz SCS NCP MCS 22 even for allowing lower data rates carried by ECP. On an equal data rate basis, 480 kHz SCS NCP MCS 22 is more than 6 dB better than 960 kHz SCS ECP MCS 25.
[bookmark: _Toc53776194]Extended CP is not to be considered further for NR operation in 52.6 to 71 GHz.
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[bookmark: _Ref53437713]Figure 26: Comparison of NCP and ECP for 480 kHz and 960 SCSs for 1.6 GHz bandwidth with Rel-15 PT-RS structure with PN model set 1 for TDL-A channel with 40 ns delay spread.
[bookmark: _Toc48656832][bookmark: _Toc48670593]
[bookmark: _Toc46307396][bookmark: _Toc47530174][bookmark: _Toc53775898]3.3.3.3	DFTS-OFDM
For DFT-s-OFDM, PTRS samples are mapped before the DFT operation (subsampled time domain) which enable full phase noise estimation and compensation using interpolation in time domain. For DFT-s-OFDM evaluation, we consider PT-RS configuration with Ng = 8, Ns = 4, L = 1. Our results demonstrate that the Rel-15 PTRS design address phase noise issues for all considered sub-carrier spacings in the 52.6 – 71 GHz frequency range. Therefore, it is not necessary to drastically increase the SCS e.g., to 960 kHz, for the purposes of combating phase noise.

[bookmark: _Toc53776195]Capture the following observation in TR 38.808: Phase noise induced performance issues for the DFT-s-OFDM waveform in the 52.6 – 71 GHz frequency range can be addressed with the Rel-15 uplink PTRS structure and currently supported SCS values, e.g., 120 kHz.
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Figure 27: BLER for TDL-A with 5 ns (left) and 10 ns (right). Performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively.

[bookmark: _Toc47530176][bookmark: _Ref52790395][bookmark: _Ref52790404][bookmark: _Ref53592331][bookmark: _Toc53775899]3.4	Frequency and timing estimation issues
Agreement:
RAN1 at least considers the following aspects for determination of supported SSB subcarrier spacing
· Detection performance of SSB (including PSS, SSS, PBCH DMRS, and PBCH) and SSB coverage requirement
· Impact on initial cell search complexity due to frequency errors (e.g. carrier frequency offset, Doppler shift, etc)
· Timing detection accuracy and its relation to uplink transmission accuracy
· Signaling design for supporting different subcarrier spacing for SSB and CORESET#0 (if supported)
· Multi-TRP delay considerations
· Consideration of SSB-based RRM/RLM and beam management if the SSB SCS is significantly different from that of the active BWP (e.g., switching gap, scheduling constraint, etc.)

In this section we discuss the effects and estimation of time and frequency errors and its implications on the choice of sub-carrier spacing. Frequency errors have two effects on an OFDM waveform; a phase shift between symbols and mixing of subcarrier components of the received signal (ICI). Both these effects scale as , where  is the absolute frequency error and SCS is the subcarrier spacing. 
Frequency errors are usually estimated by measuring the phase shift between symbols. Since the time difference between two symbols scales inversely with the SCS, the phase shift scales as . Due to the wrap around at ±180 degrees, only frequency errors up to a certain maximum value can be estimated unambiguously, i.e. the estimator has maximum capture range that depends on . The accuracy of the estimator depends on the ratio of the phase shift between two symbols and the noise. Because the phase shift scales as  , so does the accuracy. In other words, for a fixed relative error   of x%, a system with a lower SCS tolerates a lower absolute frequency error  in Hz.
As discussed above, a frequency estimator that is based on correlating two symbols has a limited capture range. For initial cell search, frequency errors of tens of ppm need to be handled. As a reference, the frequency error for initial cell search in the simulation assumptions are 5, 10 and 20 ppm. Frequency errors of this magnitude exceed the capture range of estimators based on correlating two symbols. Instead one usually resorts to hypotheses testing with a number of frequency error hypothesis spanning the expected frequency error range. Typically, the hypothesis spacing is chosen as fraction of the subcarrier spacing, for example one hypothesis every  . The number of hypothesis will thus scale as .

[bookmark: _Toc53776196]Capture the following observation in TR 38.808: By proper choice of SSB SCS, the initial cell search complexity can be kept at the same level as for FR1 and FR2. 

Clearly, it is the ratio of the frequency error  compared to the SCS that matters for both ways of estimating frequency errors. There are several sources of frequency errors, e.g. inter-gNB frequency accuracy, UE initial frequency accuracy, UE frequency drift and Doppler shift, all which scales with the carrier frequency. Thus, to keep the ratio  similar at different carrier frequencies, the SCS needs to scale accordingly. Keeping this in mind, we can compute the SCS at 71 GHz that would give the same ratio  as for the highest currently defined carrier frequency in combination with the lowest corresponding defined SCS for each of FR1 and FR2.
Figure 28: SCS vs carrier frequency with same 
	SSB SCS
	Upper Limit of Carrier Frequency for FR1 and FR2
	
	SCS
	Carrier Frequency

	15 kHz
	7.125 GHz (FR1)
	ó
	126 kHz
	71 GHz

	120 kHz
	43.5 GHz (FR2)
	ó
	196 kHz
	71 GHz



Based on this simple exercise we can conclude that from a frequency error perspective, a SCS of 240 kHz is sufficient for the 52.6-71 GHz frequency range to keep the same relative frequency error  as for FR1 and FR2.
As mentioned above, both the estimation accuracy and capture range scale inversely with the SCS, i.e. a system with a smaller SCS tolerates a smaller absolute error and has a smaller absolute capture range assuming a fixed relative error of x%. Thus, there is no issue with estimating the frequency error based on a signal with smaller SCS (e.g. the SSB) and applying the correction to receive or transmit a signal with a higher SCS (DL/UL data channels). That is, having a higher SCS for data channels compared to the SSB poses no problem from a frequency error point of view.
[bookmark: _Toc53776197]Capture the following observation in TR 38.808: From a frequency error perspective, an SSB SCS of 240 kHz is sufficient for the 52.6-71 GHz frequency range to maintain similar relative error values as for FR1 and FR2. 
Another use of the SSB is for timing estimation. In general, the timing estimation error scales as 1/BW, i.e. for a fixed number of sub-carriers, the error scales as 1/SCS. This means the timing estimation error is larger if it is based on a signal with smaller SCS (given that the number of sub-carriers is the same). Apart from being used for DL reception, the UE’s timing estimation ability also affects the UL. This is reflected in that RAN4 enforces UL timing accuracy requirements on the UE. For example, 38.133 defines requirements on the UE initial transmission timing error in Table 7.1.2-1. To put the timing error into perspective let’s augment the table with two columns for percent of 1/SCSSSB and percent of UL CP. 
Figure 29: Current initial UL timing error requirements
	Frequency Range
	SCS of SSB signals (kHz)
	SCS of UL signals (kHz)
	Te 
(Ts=64Tc)
	Percent of 
1/SCSSSB
	Percent of 
UL CP

	1
	15
	15
	12
	0.6 %
	8 %

	
	
	30
	10
	0.5 %
	14 %

	
	
	60
	10
	0.5 %
	28 %

	
	30
	15
	8
	0.8 %
	6 %

	
	
	30
	8
	0.8 %
	11 %

	
	
	60
	7
	0.7 %
	19 %

	2
	120
	60
	3.5
	1.4 %
	10 %

	
	
	120
	3.5
	1.4 %
	19 %

	
	240
	60
	3
	2.3 %
	8 %

	
	
	120
	3
	2.3 %
	17 %



From the table we can make the following observations: 
· For FR1, the timing error requirement Te scales with 1/SCSSSB as expected, but this is not the case for FR2. 
· The error is in general below 20% of the UL CP, except for the case of 15kHz SSB and 60kHz UL.
· The error is always larger than 0.5% of 1/SCSSSB  
According to our understanding, the reason that the timing error requirement Te doesn’t scale for FR2 is that due to UE internal interfaces there are limits on how accurately the UL timing can be set. For FR2, this limit dominates over the UE’s ability to estimate the timing, thus the error saturates at around 3 Ts.
Next, we try to extrapolate the requirements to the 52.6-71 GHz range under the assumption that the error should be less than 20% of the UL CP.
[bookmark: _Ref53051254]Figure 30: Extrapolated initial UL timing error requirements
	Frequency Range 
	SCS of SSB signals (kHz)
	SCS of uplink signals (kHz)
	Te 
(Ts=64Tc)
	Percent of 
1/SCSSSB
	Percent of 
UL CP

	52.6-71 GHz
	120
	240
	1.8
	0.7 %
	20 %

	
	
	480
	0.9
	0.4 %
	20 %

	
	
	960
	0.5
	0.2 %
	20 %

	
	240
	240
	1.8
	1.4 %
	20 %

	
	
	480
	0.9
	0.7 %
	20 %

	
	
	960
	0.5
	0.4 %
	20 %



Based on this extrapolation exercise, we can observe that the required absolute error Te, is much lower than the minimum 3Ts for FR2. In addition, the requirement becomes tighter as the UL SCS increases. We can also observe that to keep the error as percent of 1/SCSSSB above the minimum in current specifications (0.5%), the UL SCS cannot be more than twice that of the SSB SCS.

[bookmark: _Toc53775921]A higher UL SCS puts tighter requirements on UE initial UL timing accuracy. 
[bookmark: _Toc53776198]Capture the following observation in TR 38.808: To avoid further tightening the UE requirement on UL timing error in relation to 1/SCSSSB compared to current specifications, the UL SCS should not be more than twice that of the SSB SCS. Using existing Rel-16 specifications for SSB, this can be achieved with 240 kHz SCS for SSB and 480 kHz for UL SCS.
In addition, it is important to realize that the CP also needs to cater for other UL timing errors such as timing advance-adjustment accuracy and resolution, which also need to scale with the UL SCS.
The UE Timing Advance resolution as defined in 38.213 §4.2 already scales with the sub-carrier spacing according to . The worst-case error is thus half of that resolution () which corresponds to 5.6% of the UL CP (.
For the case of UE Timing Advance adjustment accuracy, it is specified in 38.133 as shown in Figure 31, where the table has been augmented with one row for the ratio of UL CP as comparison. We can observe that scaling is proportional when comparing 15kHz to 120 kHz (same relative error compared to UL CP), but not when comparing 15kHz with 30 or 60kHz. 

[bookmark: _Ref53051276]Figure 31: UE Timing Advance adjustment accuracy 
(Table 7.3.2.2-1 in 38.133 augmented with UL CP ratio)
	UL Sub Carrier Spacing(kHz)
	15
	30
	60
	120

	UE Timing Advance adjustment accuracy
	±256 Tc
	±256 Tc
	±128 Tc
	±32 Tc

	UE Timing Advance adjustment accuracy [ratio of UL CP]
	2.8%
	5.6%
	5.6%
	2.8%



If we extrapolate for possible SCS for the 52.6 GHz to 71 GHz range assuming an error of 2.8% of the UL CP as for 120kHz, we get the table in Figure 32: 
[bookmark: _Ref53051302]Figure 32: UE Extrapolated Timing Advance adjustment accuracy for 52.6 GHz to 71 GHz range
	UL Sub Carrier Spacing(kHz)
	240
	480
	960

	UE Timing Advance adjustment accuracy
	±16 Tc
	±8 Tc
	±4 Tc

	UE Timing Advance adjustment accuracy [ratio of UL CP]
	2.8%
	2.8%
	2.8%



Similar as for the initial timing accuracy we can make the following observation:
[bookmark: _Toc53775922]A higher UL SCS puts tighter requirements on the absolute UE UL timing advance adjustment accuracy.

Now let’s examine the case of SCS = 960 kHz assuming that the three timing accuracies scale with the sub-carrier spacing as discussed above.
[bookmark: _Ref53052442]Figure 33: Scaled UL timing errors for 960 kHz SCS
	
	 
	Comment 

	Ratio 960k/15k
	64
	 

	Scaled Te 
	16.276 ns (0.5 Ts = 32 Tc)
	 Figure 30

	Scaled TA setting error
	2.035 ns (4 Tc)
	 256*Tc/64 (Figure 31)

	Scaled TA resolution error scaling
	4.069 ns (8 Tc)
	 ±(16*Ts/2)/64 
= ±(TA_step@15 kHz/2)/64

	Sum 
	22.3796 ns (44 Tc)
	 

	Sum/CP
	31%
	

	

	Margin for channel change(s) assuming zero delay spread
	50.8626 ns
	CP @ 960 kHz – Sum = 
= 144*64*Tc/64 – Sum

	One-way channel change budget assuming zero delay spread 
	7.63 m
	Margin for channel change(s) * c / 2

	Margin for channel change(s) assuming 20 ns delay spread 
	30.8626 ns
	CP @ 960 kHz – Sum – 20ns= 
= 144*64*Tc/64 – Sum – 20ns

	One-way channel change budget assuming 20 ns delay spread 
	3.13 m
	Margin channel change*c/2



From the table in Figure 33 we can conclude that even without taking time synchronization requirements for multi-TRP deployments into account, maintaining UL timing within the CP becomes very challenging for 960 kHz SCS. Having a one-way channel change budget of just a few meters requires very frequent timing advance updates and results in that only small changes in the environment or UE position will make the wanted signal fall outside of the CP. This results in degraded performance or in the worst case that the link is lost and need to be re-established. We further note that the calculations in Figure 33 assume that all errors scale with the sub-carrier spacing, which might not be the case, thus shrinking the one-way channel change budget even more. If we further take into account multi-TRP deployments, e.g. an indoor distributed antenna system based on SFN-like transmissions, we can observe that the margin for delay spread is further reduced since the SFN-like transmission effectively lengthens the overall channel response. We point out that we have not taken into account UL MIMO time alignment errors between antenna branches, thus further making the above analysis overly optimistic.
[bookmark: _Toc53776199]Capture the following observation in TR 38.808: For 960 kHz, maintaining UL timing within the CP becomes very challenging even without taking multi-TRP deployments into account. When taking multi-TRP deployments into account, it becomes practically infeasible.
Given that that its essential that timing requirements are scaled accordingly when the SCS increases, we propose to capture the following in the technical report
[bookmark: _Toc53776200]Capture the following observation in TR 38.808: A higher UL SCS puts tighter requirements on UE UL timing and thus it is essential that the SCS selection and UE UL timing requirements are discussed jointly.
 
[bookmark: _Toc46307400][bookmark: _Toc47530178][bookmark: _Toc53775900]3.5	Processing time issues
Agreement:
Consider at least the following aspects of processing timelines for new SCS (if agreed) that are not currently supported,
· appropriate configuration(s) of k0, k1, k2,
· PDSCH processing time (N1),
· PUSCH preparation time (N2),
· HARQ-ACK multiplexing timeline (N3)
· CSI processing time, Z1, Z2, and Z3, and CSI processing units
· Any potential enhancements to CPU occupation calculation
· Related UE capability(ies) for processing timelines
· minimum guard period between two SRS resources of an SRS resource set for antenna switching
  
Agreement:
Consider at least the following aspects of PDCCH monitoring for a given SCS
· For new SCS, if agreed, that are not supported in Rel-15/16 NR,
· investigate on the maximum number of BDs/CCEs for PDCCH monitoring per time unit
· e.g. slot as Rel-15, or new scheduling/monitoring unit
· any potential limitation to PDCCH monitoring configurations (e.g. search spaces, DCI formats, overbooking/dropping, etc) to help with UE processing, if needed
· e.g. increased minimum PDCCH monitoring unit
· potential enhancements for CORESET, if needed
· related UE capability(ies) for PDCCH processing

With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider first the UE PDSCH processing time, , specified in Section 5.3 of [12]. For 120 kHz SCS for FR2 operations, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



It can be observed that the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology (see exponential fitting discussed below). The HARQ-ACK multiplexing time,, follows the same time scaling pattern as . Consider next the UE PUSCH processing time, , specified in Section 6.4 of [12] and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. 
Table 6.4-1: PUSCH preparation time for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



For the system level simulations, it was agreed that “UE processing timeline in microseconds are assumed to be same as 120 kHz SCS PDSCH/PUSCH processing latency.” Using the front loaded DMRS case as an example, the latency of 20 OSs in 120 kHz SCS numerology translates into 40, 80, 160 and 320 OSs in 240, 480, and 960 kHz SCS numerologies. That is, take 960 kHz SCS used in the system level simulations as an example, the simulation assumptions allow more than 10 slots before the UE can send back the HARQ-ACK result. Worse yet, it allows more than 20 slots for the UE to prepare a scheduled PUSCH. With these values, the grant delay (grant transmission + processing + PUSCH preparation) induce more than 50% protocol latency overhead for scheduled UL transmissions [4]. Such large L1 latencies are clearly not compatible with designing high performance NR operation in the 52.6 to 71 GHz range for a wide range of important use cases including, e.g., factory automation and industrial IoT applications.

[bookmark: _Toc53776201]UE processing timelines for SCS > 120 kHz need to be further tightened vis-à-vis those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz. 

As a first step to start the processing timeline discussion, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated by 

which increases exponentially with the numerology as mentioned above. The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. As tabulated in Figure 34, the benchmark for PDSCH decoding time for 480 kHz SCS should be around 37 OSs rather than 80 OSs. For 960 kHz SCS, the benchmark should be around 50 OSs rather than 160 OSs.
[bookmark: _Ref46406873]Figure 34: Extrapolated PDSCH processing time, HARQ-ACK multiplexing timeline for front loaded DMRS case
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960

	N1 [OS]
	8
	10
	17
	20
	
	
	

	N3 [OS]
	8
	10
	17
	20
	
	
	

	Estimate [OS]
	8
	11
	15
	20
	27
	37
	50

	Estimate [μs]
	571
	388
	263
	179
	121
	82
	56



The Rel-15 PUSCH scheduling latency can be similarly fitted to a simple formula. The PUSCH preparation time  for numerology  in terms of the number of OS in the respective numerology can be approximated by

As tabulated in Figure 35, the benchmark for PUSCH preparation time for 480 kHz SCS should be less than 7 slots. For 960 kHz SCS, the benchmark should be around 10 slots rather than 20 slots.
[bookmark: _Ref46407328]Figure 35: Extrapolated PUSCH preparation time
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960

	N2 [OS]
	10
	12
	23
	36
	
	
	

	Estimate [OS]
	9
	14
	23
	36
	57
	91
	144

	Estimate [μs]
	643
	510
	405
	321
	255
	202
	161



Similar issues are observed for the CSI computation time. The values of Z1, Z2, and Z3 as defined in clause 5.4 of 38.214 grow exponentially with the numerology.  
Table 5.4-1: CSI computation delay requirement 1
	

	Z1 [symbols]

	
	Z1
	Z'1

	0
	10
	8

	1
	13
	11

	2
	25
	21

	3
	43
	36



Table 5.4-2: CSI computation delay requirement 2
	

	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	0
	22
	16
	40
	37
	22
	X0

	1
	33
	30
	72
	69
	33
	X1

	2
	44
	42
	141
	140
	min(44,+ KB1)
	X2

	3
	97
	85
	152
	140
	min(97, X3+ KB2)
	X3



The Rel-15 CSI computation time can be similarly fitted. and  for numerology  in terms of the number of OS in the respective numerology can be approximated by


Figure 36: Extrapolated Z1 and Z2 values
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960

	Z1 [OS]
	22
	33
	44
	97
	
	
	

	Estimate [OS]
	17
	30
	54
	97
	173
	310
	553

	Estimate [μs]
	1214
	1085
	969
	866
	774
	691
	618

	Z2[OS]
	40
	72
	141
	152
	
	
	

	Estimate [OS]
	50
	72
	105
	152
	220
	319
	462

	Estimate [μs]
	3571
	2587
	1874
	1357
	983
	712
	516



These processing latencies, in terms of number of symbols/slots, for the large SCSs far exceed those in Rel-15, whose low latencies guide the hardware and software implementations of the gNBs and UEs. Furthermore, comparing the system design and implementation differences between LTE-LAA and NR-U, it becomes rather clear that the low NR latencies in HARQ feedback and PUSCH scheduling present significant advantages in the unlicensed band operations. One of the main advantages of operating in 60GHz spectrum is the large bandwidth that can be utilized. However, with the very limited number of HARQ processes and large processing delays, the system performance can be quite restricted. To deal with such large increase in processing latencies, parts of the software and hardware implementations need to be revisited or even replaced. 

[bookmark: _Toc53775923]The times provisioned for UE processing grow exponentially with the numerology. Large processing latencies restrict the achievable throughputs, defeating the purpose of enabling large bandwidths with large sub-carrier spacings.

Consider further the UE PDCCH processing capabilities specified in Section 10.1 of [13] in terms of number of blind decodes in Table 10.1-2 and number of CCEs in Table 10.1-3. For both sets of PDCCH processing capabilities, the quantities shrink exponentially with the numerologies. Extrapolating from these numbers, there are then doubts on whether the UE operating with a SCS such as 960 kHz SCS can support even one AL-16 PDCCH or the default number of candidates for monitoring the Type0A-PDCCH CSS specified in Table 10.1-1.
Table 10.1-2: Maximum number [image: ] of monitored PDCCH candidates per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of monitored PDCCH candidates per slot and per serving cell [image: ]

	0
	44

	1
	36

	2
	22

	3
	20



Table 10.1-3: Maximum number [image: ] of non-overlapped CCEs per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of non-overlapped CCEs per slot and per serving cell [image: ]

	0
	56

	1
	56

	2
	48

	3
	32



Table 10.1-1: CCE aggregation levels and maximum number of PDCCH candidates per CCE aggregation level for CSS sets configured by searchSpaceSIB1
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	1



In summary, the expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors that should be an integral part of selecting the suitable SCS for NR operations in the 52.6 – 71 GHz frequency range. Clearly, if large SCS is to be supported, there can be a large cost in terms of specification and implementation changes compared to Rel-15. This puts pressure on selecting the SCS for the 52.6 – 71 GHz to be as low as practically possible, preferably leveraging existing SCS in the current spec (<= 480 kHz). The processing latency and capability issues raised in this section should be extensively discussed already during the SI phase and cannot be deferred until the WI phase:
· PDSCH/PUSCH processing capability (i.e., N1 and N2), including PUSCH scheduled by RAR UL grant
· HARQ ACK multiplexing timeline, N3 
· Minimum scheduling offsets (e.g., K0min/K2min) and aperiodic CSI-RS/SRS triggering offsets
· Maximum number of HARQ processes
· Dynamic SFI and SPS/CG cancellation timing
· Minimum time gap for wake-up and SCell dormancy indication (DCI format 2_6)
· BWP switch delay
· Multi-beam operation timing (timeDurationForQCL, beamSwitchTiming, beam switch gap, etc.)
· Aperiodic CSI computation delay (i.e., Z and Z’)

[bookmark: _Toc53776202]Capture the following observation in TR 38.808: For selection of suitable SCS for the 52.6 – 71 GHz frequency range, the expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors. To enable high performance NR operation in 52.6 to 71 GHz, UE processing timelines and capabilities for SCS > 120 kHz need to be further tightened. Such issues put pressure to define SCS(s) as low as possible preferably leveraging existing SCS(s) in the current spec, i.e., ≤480 kHz.
[bookmark: _Toc53776203] Add the following aspects to the list of processing timelines for new SCS (if agreed) that are not currently supported,
· [bookmark: _Toc53776204]Processing capability for PUSCH scheduled by RAR UL grant 
· [bookmark: _Toc53776205]Dynamic SFI and SPS/CG cancellation timing
· [bookmark: _Toc53776206]Timeline for HARQ-ACK information in response to a SPS PDSCH release/ dormancy.
· [bookmark: _Toc53776207]Minimum time gap for wake-up and SCell dormancy indication (DCI format 2_6)
· [bookmark: _Toc53776208]BWP switch delay
· [bookmark: _Toc53776209]Multi-beam operation timing (timeDurationForQCL, beamSwitchTiming, beam switch gap, etc.)
· [bookmark: _Toc53776210]Timeline for multiplexing multiple UCI types 

[bookmark: _Toc46307401][bookmark: _Toc47530179][bookmark: _Toc53775901]4	Potential changes for NR operations in 52.6 to 71 GHz
[bookmark: _Toc53775902][bookmark: _Toc46307402][bookmark: _Toc47530180][bookmark: _Hlk47424515][bookmark: _Hlk46398776]4.1	Initial access signals and channels
[bookmark: _Toc53775903]4.1.1	SS/PBCH Block Related
Agreement:
· Study whether or not different SSB patterns should be supported for licensed and unlicensed bands.
· For each licensed and unlicensed band, if issues are identified for reuse of existing SSB, consider at least the following aspects for SSB
· Beam switching gap between SSB(s) and between SSB and other signal(s)/channel(s)
· SSB pattern in time domain
· Whether or not it is needed to define a transmission window (such as DRS window), and if needed, number of SSB transmission opportunities within a transmission window
· For each licensed and unlicensed band, if issues are identified for reuse of all or some of the existing SSB and CORESET#0 multiplexing pattern, consider at least the following aspects for SSB, CORESET#0, and other signal/channel design
· Supported multiplexing pattern type(s) (Pattern 1, 2, and/or 3) for SSB and CORESET#0 multiplexing.
· Multiplexing of other signal/channels (e.g. RMSI, paging, CSI-RS) with SSB
· Configuration of Type0-PDCCH search space set 

Agreement:
RAN1 at least considers the following aspects for determination of supported SSB subcarrier spacing
· Detection performance of SSB (including PSS, SSS, PBCH DMRS, and PBCH) and SSB coverage requirement
· Impact on initial cell search complexity due to frequency errors (e.g. carrier frequency offset, Doppler shift, etc)
· Timing detection accuracy and its relation to uplink transmission accuracy
· Signaling design for supporting different subcarrier spacing for SSB and CORESET#0 (if supported)
· Multi-TRP delay considerations
· Consideration of SSB-based RRM/RLM and beam management if the SSB SCS is significantly different from that of the active BWP (e.g., switching gap, scheduling constraint, etc.)

[bookmark: _Toc46307403]As discussed in connection to sub-carrier spacing selection in Section 3, we do not see any benefits of increasing SCS beyond 480 kHz for data and control channels. From a timing error perspective, 240 kHz SCS for SS/PBCH can achieve sufficient timing estimation accuracy to support 480 kHz SCS for data channels, since the UL SCS is not more than twice that of the SS/PBCH SCS (see discussion on frequency and timing error estimation in Section 3.4). As SS/PBCH block transmissions are defined for 240 kHz SCS for FR2 operation, our conclusion is that initial access procedures as defined in Rel-15/16 are suitable also for operation above 52.6 GHz. In this subsection, we will elaborate on the various aspects related to initial access that were agreed to study in the previous meeting (see first agreement above).
SS/PBCH + Type0-PDCCH Design
NR Rel-15/16 supports time/frequency designs for 120 and 240 kHz SS/PBCH blocks as well as the associated SS/PBCH / CORESET0 multiplexing patterns (Patterns 1, 2, and 3). Since the SS/PBCH is fundamental to system operation and plays a key part of determining cell coverage, it is preferable to reuse existing designs as much as possible, including the already defined subcarrier spacings. If larger SCSs are needed for other signals/channels that can be considered separately. Our preference is to avoid increasing the SCS of SS/PBCH block to maintain the coverage potential of the existing design (see further discussion on coverage in Section 3.1). 
Our preference is also to minimize divergence in specification between licensed and unlicensed operation. Definition of different SS/PBCH patterns for licensed/unlicensed bands creates an unnecessary divergence in specifications, and can increase UE complexity for initial access given that the licensed/unlicensed bands are likely to overlap in frequency.
[bookmark: _Toc53776211]Capture the following observation in TR 38.808: It is observed that from a UE complexity point of view it is beneficial to define the same SS/PBCH patterns for licensed and unlicensed operation.
Using 120 or 240 kHz SCS for SS/PBCH block transmissions, the cyclic prefix length is long enough for beam switching. According to 38.817 Sec 9.10.2, “The worst-case beam switching time is hence based on the analogue implementation and is estimated as < 100ns.”. For 240 kHz SCS the CP length is 293 ns, which should provide sufficient margin for beam switching considering small cell size in this band. Hence, there is no need to introduce gaps between SS/PBCH blocks for beam switching purpose and the time domain patterns D and E defined for FR2 can be re-used as is for operation > 52.6 GHz.
[bookmark: _Toc53776212]For NR operations in the 52.6 – 71 GHz band, consider only 120 and 240 kHz SCS for SS/PBCH blocks, as already supported in Rel-15/16.
[bookmark: _Toc53776213]Existing SS/PBCH time domain patterns D and E as specified in Rel-15/16 are proposed to be used also for operation in the 52.6 – 71 GHz band. 
[bookmark: _Toc53776214]Capture the following observation in TR 38.808: It is observed that with 120 and 240 kHz SCS for SS/PBCH block transmissions, the CP length is at least 293 ns which is sufficient for beam switching which typically requires < 100 ns. 

Using 120 and 240 kHz SCS for SS/PBCH block transmissions, also Type0-PDCCH monitoring occasions and search space set definitions as specified for FR2 operation are suitable for operation > 52.6 GHz.
Considering existing SS/PBCH / CORESET0 multiplexing patterns 2 and 3, it can be seen that they are restricted to very small RMSI payloads due to the small number of available OFDM symbols for RMSI PDSCH. Figure 37 shows two 120 kHz slots of an exemplary configuration of SS/PBCH, Type-0 PDCCH monitoring occasions, and PDSCH carrying SIB1 (RMSI). The pattern repeats in subsequent slots up to 64 SS/PBCH blocks, except for a 0.25 ms gap in SS/PBCH block transmissions between the first 32 and the last 32 SS/PBCH block transmissions This example is based on multiplexing Pattern 2 with 240 kHz SCS for SS/PBCH blocks and 120 kHz SCS for Type0-PDCCH and RMSI PDSCH. Within the time duration of one 120 kHz slot, four SS/PBCH blocks may be transmitted as well as the QCL’d Type0-PDCCH and RMSI PDSCH. However, only 2 OFDM symbols are available for RMSI PDSCH which limits the RMSI payload. A similar limitation occurs for Pattern 3.

[bookmark: _Toc53776215]Capture the following observation in TR 38.808: SS/PBCH / CORESET0 multiplexing patterns 2 and 3 are restricted to very small RMSI payloads due to the small number (2) of available OFDM symbols for RMSI PDSCH.

[image: ]
[bookmark: _Ref46492683]Figure 37: Example configuration based on SS/PBCH / CORESET0 multiplexing Pattern 2 (two 120 kHz slots are shown). SS/PBCH is configured with 240 kHz SCS and Type0-PDCCH + RMSI PDSCH are configured with 120 kHz SCS.
In order to carry practical RMSI payloads (e.g., on the order of 700 bits), Pattern 1 is less restrictive due to the fact that Type0-PDCCH / RMSI PDSCH are time division multiplexed with SS/PBCH instead of frequency division multiplexed. In fact, if the offset O in 38.213 Table 13-12 is chosen to be non-zero, Type0-PDCCH + RMSI PDSCH can be configured to occupy separate slots not containing SS/PBCH block(s). With the existing Default SLIV Table A in 38.214, RMSI PDSCH can be configured to start at OFDM symbols 2 and 6 with length = 4. This doubles the RMSI payload compared to Pattern 2 shown in Figure 37. Even larger RMSI payloads can be supported by configuring M = 1 from 38.213 Table 13-12 (one Type0-PDCCH search space per slot) and using longer PDSCH allocations from Default Table A (lengths 10, 11, and 12 symbols are supported).
In addition, using multiplexing pattern 2, the total SS/PBCH + PDCCH/PDSCH bandwidth exceeds 100 MHz (126.7 MHz), which is above the FCC BW limitation related to max Tx power. With transmissions above 100 MHz, the FCC power limitation implies that the max Tx power needs to be shared over the full bandwidth, which means reduced Tx power for the SS/PBCH transmission which will impact cell coverage. 

[bookmark: _Toc53776216]Capture the following observation in TR 38.808: For the maximum number of beams (64), it is observed that SS/PBCH / CORESET0 multiplexing pattern 1 can carry larger payload than multiplexing patterns 2 and 3 due to the fact that SS/PBCH and RMSI PDCCH/PDSCH are time division multiplexed.


[image: ]
[bookmark: _Ref46494812]Figure 38: Example configuration based on SS/PBCH / CORESET0 multiplexing Pattern 1 (two 120 kHz slots are shown). The SS/PBCH is configuration follows the same pattern as shown in Figure 37 (240 kHz SCS). The Type0-PDCCH + RMSI PDSCH are configured with 120 kHz SCS and occupy separate slots due to configuration of non-zero offset O = 2.5.
If 32 or fewer beams are required for a certain deployment, multiplexing pattern 1 using zero offset is an alternative configuration option to achieve a length L=4 PDSCH for RMSI transmission in which case SSB and RMSI are multiplexed in the same slot. Also with multiplexing patterns 2 and 3, with 32 or fewer beams a 4-symbol PDSCH for RMSI transmission can be configured. 
As shown with the examples and observations above, existing FR2 SS/PBCH block and CORESET0 multiplexing patterns are suitable also for operation > 52.6 GHz. Multiplexing pattern 1 can be used for standalone operation for which larger RMSI payloads are required, while multiplexing patterns 2 and 3 can be used for operation when a smaller RMSI payload is enough, or when 32 or fewer beams are used. Reusing FR2 SS/PBCH block and CORESET0 multiplexing patterns, the Type0-PDCCH search space configurations as defined in Rel-15/16 are suitable also for NR operations above 52.6 GHz. In summary, the existing Rel-15/16 framework for initial access provides sufficient flexibility for operation also above 52.6 GHz.
[bookmark: _Toc53776217]Capture the following observation in TR 38.808: Existing Rel-15/16 framework for initial access including SS/PBCH-CORESET0 multiplexing patterns, multiplexing of SS/PBCH and other signals/channels, and Type0-PDCCH CSS configurations have significant flexibility to cover a large number of deployment scenarios in the 52.6 – 71 GHz band.

Discovery Burst Transmission Window
For NR-U in the 5/6 GHz band, allowing the SS/PBCH blocks to slide within the discovery burst transmission window due to LBT outcome is an optimization. At low-to-moderate loads – the preferred operating point of the system – and/or in controlled environments, a large fraction of the time, sliding is not needed. Furthermore, occasional dropping of an SS/PBCH block due to LBT failure is not disastrous to system performance.
[bookmark: _Hlk52951538]In the 52.6 – 71 GHz band, the need for sliding within a window is even less since LBT failure is rare. First of all, LBT is not a requirement in all regulatory regions or bands. In addition, as discussed in our companion paper on channel access mechanisms [4], there was an agreement in RAN1#102-e to support operation both with LBT and without LBT.  Even for regions/bands where LBT is required (e.g., c1 band according to HS EN 302 567), the LBT threshold is much higher than for the 5/6 GHz band. System simulation results (see [4]) show that the system performance without LBT is on par, or even better, than with LBT. This can be explained by the fact that the inherent use of narrow beams and the large path loss significantly reduces the probability of interference. For these reasons, it is not necessary to optimize the SS/PBCH transmission/reception mechanism by introducing a transmission window.
[bookmark: _Toc53655935][bookmark: _Toc53740272][bookmark: _Toc53740370][bookmark: _Toc53740435][bookmark: _Toc53740500][bookmark: _Toc53740564][bookmark: _Toc53774129][bookmark: _Toc53776218]Capture the following observation in TR 38.808: The distribution of interference + noise in the 52.6 – 71 GHz band is typically well below the LBT threshold of -47 dBm, and thus deferral due to LBT failure is rare. Hence, it is not beneficial to introduce a transmission window for SS/PBCH + RMSI transmissions.

Consideration of SSB-based RRM/RLM and beam management (BM)
In 38.133 RAN4 defines scheduling restrictions (both for UL and DL) during RRM, RLM and BM procedures (§8.1.7, §9.2.5.3, §8.5.7 and §8.5.8). Currently only RRM has a one data channel symbol gap before and after the SSB symbols to be measured. This is to handle the time misalignment between neighbor cells. For RLM and BM there are no gaps defined. Depending on the chosen SCS, RAN4 might need extend the gap for RRM and introduce gaps also for RLM and BM. However, this topic is within the responsibility of RAN4 and does not affect the choice of SCS in any larger extent, so we don’t see that this need to be discussed further in RAN1.
[bookmark: _Toc53775924]Scheduling restrictions during RRM, RLM and beam management procedures are the responsibility of RAN4 and thus need not to be discussed further in RAN1.
[bookmark: _Toc46497819][bookmark: _Toc46738497][bookmark: _Toc46738551][bookmark: _Toc46738659][bookmark: _Toc46838805][bookmark: _Toc46839444][bookmark: _Toc46915182][bookmark: _Toc47013710][bookmark: _Toc47014949][bookmark: _Toc47086022][bookmark: _Toc47536787][bookmark: _Toc47628690][bookmark: _Toc47629499][bookmark: _Toc47697570][bookmark: _Toc47697988][bookmark: _Toc47709940][bookmark: _Toc47710031][bookmark: _Toc46497820][bookmark: _Toc46738498][bookmark: _Toc46738552][bookmark: _Toc46738660][bookmark: _Toc46838806][bookmark: _Toc46839445][bookmark: _Toc46915183][bookmark: _Toc47013711][bookmark: _Toc47014950][bookmark: _Toc47086023][bookmark: _Toc47536788][bookmark: _Toc47628691][bookmark: _Toc47629500][bookmark: _Toc47697571][bookmark: _Toc47697989][bookmark: _Toc47709941][bookmark: _Toc47710032][bookmark: _Toc46497821][bookmark: _Toc46738499][bookmark: _Toc46738553][bookmark: _Toc46738661][bookmark: _Toc46838807][bookmark: _Toc46839446][bookmark: _Toc46915184][bookmark: _Toc47013712][bookmark: _Toc47014951][bookmark: _Toc47086024][bookmark: _Toc47536789][bookmark: _Toc47628692][bookmark: _Toc47629501][bookmark: _Toc47697572][bookmark: _Toc47697990][bookmark: _Toc47709942][bookmark: _Toc47710033][bookmark: _Toc46497822][bookmark: _Toc46738500][bookmark: _Toc46738554][bookmark: _Toc46738662][bookmark: _Toc46838808][bookmark: _Toc46839447][bookmark: _Toc46915185][bookmark: _Toc47013713][bookmark: _Toc47014952][bookmark: _Toc47086025][bookmark: _Toc47536790][bookmark: _Toc47628693][bookmark: _Toc47629502][bookmark: _Toc47697573][bookmark: _Toc47697991][bookmark: _Toc47709943][bookmark: _Toc47710034][bookmark: _Toc46497823][bookmark: _Toc46738501][bookmark: _Toc46738555][bookmark: _Toc46738663][bookmark: _Toc46838809][bookmark: _Toc46839448][bookmark: _Toc46915186][bookmark: _Toc47013714][bookmark: _Toc47014953][bookmark: _Toc47086026][bookmark: _Toc47536791][bookmark: _Toc47628694][bookmark: _Toc47629503][bookmark: _Toc47697574][bookmark: _Toc47697992][bookmark: _Toc47709944][bookmark: _Toc47710035][bookmark: _Toc46497824][bookmark: _Toc46738502][bookmark: _Toc46738556][bookmark: _Toc46738664][bookmark: _Toc46838810][bookmark: _Toc46839449][bookmark: _Toc46915187][bookmark: _Toc47013715][bookmark: _Toc47014954][bookmark: _Toc47086027][bookmark: _Toc47536792][bookmark: _Toc47628695][bookmark: _Toc47629504][bookmark: _Toc47697575][bookmark: _Toc47697993][bookmark: _Toc47709945][bookmark: _Toc47710036][bookmark: _Toc46497825][bookmark: _Toc46738503][bookmark: _Toc46738557][bookmark: _Toc46738665][bookmark: _Toc46838811][bookmark: _Toc46839450][bookmark: _Toc46915188][bookmark: _Toc47013716][bookmark: _Toc47014955][bookmark: _Toc47086028][bookmark: _Toc47536793][bookmark: _Toc47628696][bookmark: _Toc47629505][bookmark: _Toc47697576][bookmark: _Toc47697994][bookmark: _Toc47709946][bookmark: _Toc47710037][bookmark: _Toc46497826][bookmark: _Toc46738504][bookmark: _Toc46738558][bookmark: _Toc46738666][bookmark: _Toc46838812][bookmark: _Toc46839451][bookmark: _Toc46915189][bookmark: _Toc47013717][bookmark: _Toc47014956][bookmark: _Toc47086029][bookmark: _Toc47536794][bookmark: _Toc47628697][bookmark: _Toc47629506][bookmark: _Toc47697577][bookmark: _Toc47697995][bookmark: _Toc47709947][bookmark: _Toc47710038][bookmark: _Toc46497827][bookmark: _Toc46738505][bookmark: _Toc46738559][bookmark: _Toc46738667][bookmark: _Toc46838813][bookmark: _Toc46839452][bookmark: _Toc46915190][bookmark: _Toc47013718][bookmark: _Toc47014957][bookmark: _Toc47086030][bookmark: _Toc47536795][bookmark: _Toc47628698][bookmark: _Toc47629507][bookmark: _Toc47697578][bookmark: _Toc47697996][bookmark: _Toc47709948][bookmark: _Toc47710039][bookmark: _Toc46497828][bookmark: _Toc46738506][bookmark: _Toc46738560][bookmark: _Toc46738668][bookmark: _Toc46838814][bookmark: _Toc46839453][bookmark: _Toc46915191][bookmark: _Toc47013719][bookmark: _Toc47014958][bookmark: _Toc47086031][bookmark: _Toc47536796][bookmark: _Toc47628699][bookmark: _Toc47629508][bookmark: _Toc47697579][bookmark: _Toc47697997][bookmark: _Toc47709949][bookmark: _Toc47710040][bookmark: _Toc46497829][bookmark: _Toc46738507][bookmark: _Toc46738561][bookmark: _Toc46738669][bookmark: _Toc46838815][bookmark: _Toc46839454][bookmark: _Toc46915192][bookmark: _Toc47013720][bookmark: _Toc47014959][bookmark: _Toc47086032][bookmark: _Toc47536797][bookmark: _Toc47628700][bookmark: _Toc47629509][bookmark: _Toc47697580][bookmark: _Toc47697998][bookmark: _Toc47709950][bookmark: _Toc47710041][bookmark: _Toc46497830][bookmark: _Toc46738508][bookmark: _Toc46738562][bookmark: _Toc46738670][bookmark: _Toc46838816][bookmark: _Toc46839455][bookmark: _Toc46915193][bookmark: _Toc47013721][bookmark: _Toc47014960][bookmark: _Toc47086033][bookmark: _Toc47536798][bookmark: _Toc47628701][bookmark: _Toc47629510][bookmark: _Toc47697581][bookmark: _Toc47697999][bookmark: _Toc47709951][bookmark: _Toc47710042][bookmark: _Toc46497831][bookmark: _Toc46738509][bookmark: _Toc46738563][bookmark: _Toc46738671][bookmark: _Toc46838817][bookmark: _Toc46839456][bookmark: _Toc46915194][bookmark: _Toc47013722][bookmark: _Toc47014961][bookmark: _Toc47086034][bookmark: _Toc47536799][bookmark: _Toc47628702][bookmark: _Toc47629511][bookmark: _Toc47697582][bookmark: _Toc47698000][bookmark: _Toc47709952][bookmark: _Toc47710043][bookmark: _Toc46497832][bookmark: _Toc46738510][bookmark: _Toc46738564][bookmark: _Toc46738672][bookmark: _Toc46838818][bookmark: _Toc46839457][bookmark: _Toc46915195][bookmark: _Toc47013723][bookmark: _Toc47014962][bookmark: _Toc47086035][bookmark: _Toc47536800][bookmark: _Toc47628703][bookmark: _Toc47629512][bookmark: _Toc47697583][bookmark: _Toc47698001][bookmark: _Toc47709953][bookmark: _Toc47710044][bookmark: _Toc46497833][bookmark: _Toc46738511][bookmark: _Toc46738565][bookmark: _Toc46738673][bookmark: _Toc46838819][bookmark: _Toc46839458][bookmark: _Toc46915196][bookmark: _Toc47013724][bookmark: _Toc47014963][bookmark: _Toc47086036][bookmark: _Toc47536801][bookmark: _Toc47628704][bookmark: _Toc47629513][bookmark: _Toc47697584][bookmark: _Toc47698002][bookmark: _Toc47709954][bookmark: _Toc47710045][bookmark: _Toc46497834][bookmark: _Toc46738512][bookmark: _Toc46738566][bookmark: _Toc46738674][bookmark: _Toc46838820][bookmark: _Toc46839459][bookmark: _Toc46915197][bookmark: _Toc47013725][bookmark: _Toc47014964][bookmark: _Toc47086037][bookmark: _Toc47536802][bookmark: _Toc47628705][bookmark: _Toc47629514][bookmark: _Toc47697585][bookmark: _Toc47698003][bookmark: _Toc47709955][bookmark: _Toc47710046][bookmark: _Toc46497835][bookmark: _Toc46738513][bookmark: _Toc46738567][bookmark: _Toc46738675][bookmark: _Toc46838821][bookmark: _Toc46839460][bookmark: _Toc46915198][bookmark: _Toc47013726][bookmark: _Toc47014965][bookmark: _Toc47086038][bookmark: _Toc47536803][bookmark: _Toc47628706][bookmark: _Toc47629515][bookmark: _Toc47697586][bookmark: _Toc47698004][bookmark: _Toc47709956][bookmark: _Toc47710047][bookmark: _Toc46497836][bookmark: _Toc46738514][bookmark: _Toc46738568][bookmark: _Toc46738676][bookmark: _Toc46838822][bookmark: _Toc46839461][bookmark: _Toc46915199][bookmark: _Toc47013727][bookmark: _Toc47014966][bookmark: _Toc47086039][bookmark: _Toc47536804][bookmark: _Toc47628707][bookmark: _Toc47629516][bookmark: _Toc47697587][bookmark: _Toc47698005][bookmark: _Toc47709957][bookmark: _Toc47710048][bookmark: _Toc46497837][bookmark: _Toc46738515][bookmark: _Toc46738569][bookmark: _Toc46738677][bookmark: _Toc46838823][bookmark: _Toc46839462][bookmark: _Toc46915200][bookmark: _Toc47013728][bookmark: _Toc47014967][bookmark: _Toc47086040][bookmark: _Toc47536805][bookmark: _Toc47628708][bookmark: _Toc47629517][bookmark: _Toc47697588][bookmark: _Toc47698006][bookmark: _Toc47709958][bookmark: _Toc47710049][bookmark: _Toc46497838][bookmark: _Toc46738516][bookmark: _Toc46738570][bookmark: _Toc46738678][bookmark: _Toc46838824][bookmark: _Toc46839463][bookmark: _Toc46915201][bookmark: _Toc47013729][bookmark: _Toc47014968][bookmark: _Toc47086041][bookmark: _Toc47536806][bookmark: _Toc47628709][bookmark: _Toc47629518][bookmark: _Toc47697589][bookmark: _Toc47698007][bookmark: _Toc47709959][bookmark: _Toc47710050][bookmark: _Toc46497839][bookmark: _Toc46738517][bookmark: _Toc46738571][bookmark: _Toc46738679][bookmark: _Toc46838825][bookmark: _Toc46839464][bookmark: _Toc46915202][bookmark: _Toc47013730][bookmark: _Toc47014969][bookmark: _Toc47086042][bookmark: _Toc47536807][bookmark: _Toc47628710][bookmark: _Toc47629519][bookmark: _Toc47697590][bookmark: _Toc47698008][bookmark: _Toc47709960][bookmark: _Toc47710051][bookmark: _Toc46497840][bookmark: _Toc46738518][bookmark: _Toc46738572][bookmark: _Toc46738680][bookmark: _Toc46838826][bookmark: _Toc46839465][bookmark: _Toc46915203][bookmark: _Toc47013731][bookmark: _Toc47014970][bookmark: _Toc47086043][bookmark: _Toc47536808][bookmark: _Toc47628711][bookmark: _Toc47629520][bookmark: _Toc47697591][bookmark: _Toc47698009][bookmark: _Toc47709961][bookmark: _Toc47710052][bookmark: _Toc46497841][bookmark: _Toc46738519][bookmark: _Toc46738573][bookmark: _Toc46738681][bookmark: _Toc46838827][bookmark: _Toc46839466][bookmark: _Toc46915204][bookmark: _Toc47013732][bookmark: _Toc47014971][bookmark: _Toc47086044][bookmark: _Toc47536809][bookmark: _Toc47628712][bookmark: _Toc47629521][bookmark: _Toc47697592][bookmark: _Toc47698010][bookmark: _Toc47709962][bookmark: _Toc47710053] 
SSB Link Budget
Here we address the FFS item in the 2nd agreement listed at the beginning of this section regarding SSB coverage. SSB link budgets for different subcarrier spacings are shown in Figure 39. The link budgets are computed assuming a PBCH detection requirement of 10% block error rate (BLER), where successful detection is conditioned on successful detection of PSS and SSS. The used channel model is a TDL-A 3km/h channel. The corresponding link simulation configuration and results are available in [7], where also an example of how the link budgets are derived can be found. Antenna configuration 2 from the link level assumptions in TR 38.808 [8] is assumed for the BS and the UE. The antenna gain (element gain + beamforming gain) is assumed to be 20 dB (10*log10(4x8) + 5 (element gain)) on the transmitter side. The antenna gain is assumed to be 6 dB on the UE side (10*log10(2x2) + 5 ≈ 11, but reduced to 6), corresponding to a broad beam used for SSB reception during initial access.
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[bookmark: _Ref53422620][bookmark: _Ref53581769]Figure 39: SSB (PSS+SSS+PBCH) maximum isotropic loss for TDL-A 3km/h, various delay spreads and subcarrier spacings. For individual blocks (left panel) and for a combination of 4 consecutively transmitted blocks (right panel). No FDM with RMSI (SSB/CORESET0 multiplexing pattern 1 is used).
It is clear from Figure 39 that using the higher subcarrier spacings of 480kHz and 960kHz comes at the cost of reduced coverage compared to using the already supported subcarrier spacings 120kHz and 240kHz.
[bookmark: _Toc53776219]Capture the following observation in TR 38.808: It is beneficial for SSB coverage to reuse the FR2 already supported subcarrier spacings of 120kHz and 240kHz.
[bookmark: _Toc53776220]Only support existing FR2 SSB subcarrier spacings of 120 kHz and 240 kHz.


[bookmark: _Toc53775904]4.1.2	RACH Related
Agreement:
Consider the at least following aspects for PRACH design of NR operating in 52.6 GHz to 71 GHz
· PRACH coverage requirements 
· applicable PRACH Sequence length(s) and subcarrier spacing(s) for PRACH, including any impact on PRACH coverage and capacity from the applicable sequence length(s).
· RACH RO configurations with new SCS (if new SCS is supported)
· LBT gap between RACH occasions (RO)


PRACH link budget and subcarrier spacing
PRACH link budgets are presented here and used to deduce appropriate PRACH subcarrier spacings (SCSs).
Raw link-simulation results in terms of misdetection rate vs SNR are presented in [7] for a wide range of scenarios. Since performance trends comparing different PRACH configurations such as different SCS are found to be fairly independent of delay spread and propagation round-trip time (RTT), we here for simplicity focus on the case of 20 ns delay spread and a maximum RTT of 380 ns. Maximum isotropic loss (MIL) for this scenario is shown in Figure 40 for several different PRACH configurations. Detailed derivations of the MIL as well as maximum coupling loss (MCL) can be found in [7]. Note that MIL is defined as MIL = MCL + Antenna Gain. We note that not all of the long sequence lengths (571/1151) are evaluated for the larger subcarrier spacings since the PRACH bandwidth becomes excessive.
Panel (a) of Figure 40 shows results under the assumption of an antenna gain (element gain + beamforming gain) of 6 dBi on the UE side and 20 dBi on the gNB side, like for the SSB link budgets. All transmit power limits, regulatory as well as other UE-specific limits, are considered; see the PRACH link budgets in [7] for details. Note that under these power limits, the relative performance of the different considered PRACH settings is not affected by antenna gain assumptions as long as the UE antenna gain is at least 6 dBi. It can be seen that 120 kHz SCS outperforms 480 kHz SCS by about 4–5 dB and 960 kHz SCS by 8–9 dB, for both format A3 and format B4. Since the design goal is coverage (cf. Section 3.1), it can be concluded that 120 kHz SCS, which is defined for FR2 already in Rel-15, is fully sufficient also for the 52.6–71 GHz frequency range. As discussed in Section 3.1, larger SCS for data and control signalling can still be achieved by BWP switching or SCell activation in case higher peak data rates are needed and channel conditions are sufficiently good.
[bookmark: _Toc53655940][bookmark: _Toc53740276][bookmark: _Toc53740374][bookmark: _Toc53740439][bookmark: _Toc53740504][bookmark: _Toc53740568][bookmark: _Toc53774133][bookmark: _Toc53776221]Include the following Observation in TR 38.808. Maximum isotropic loss (MIL) and maximum coupling loss (MCL) degrade as the subcarrier spacing is increased, negatively impacting coverage. PRACH 120 kHz SCS is defined for FR2 already in Rel-15 and for the 52.6–71 GHz range yields 4–5 dB better coverage than 480 kHz SCS and 8–9 dB better coverage than 960 kHz SCS. 

[bookmark: _Toc53775925]If PRACH uses 120 kHz SCS, data transmission can still use higher subcarrier spacings through BWP switching. 

[bookmark: _Toc53776222] Reuse existing FR2 PRACH subcarrier spacing of 120 kHz for 52.6–71 GHz.
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[bookmark: _Ref53588805]Figure 40: PRACH maximum isotropic loss for the case of delay spread 20 ns and maximum propagation round-trip time 380 ns (ISD 100 m), (a) with all transmit power limits considered, or (b) without considering UE-specific transmit power limits (but all other regulatory power limits still apply). L is the PRACH sequence length.

PRACH sequence length
From panel (a) of Figure 40 it is clear that a sequence length L = 139 is sufficient for ensuring coverage under the considered assumptions. However, it is important to point out that in this evaluation, we assumed that the transmit power is limited primarily by the UE-specific EIRP limit of 25 dBm. We further assumed that this limit is independent of the used bandwidth, and hence increasing the sequence length and thereby the used bandwidth does not increase the transmit power. On the other hand, if a larger EIRP limit is allowed or is feasible, or if a lower antenna gain is used, regulatory limits that do depend on used bandwidth (e.g. FCC limits) may become limiting. In this case a longer sequence length can lead to larger maximum transmit power and larger MIL. This is illustrated in panel (b) of Figure 40, where the UE-specific limit for EIRP (25 dBm) and the UE-specific limit for conducted power (21 dBm) are not considered (while other, regulatory limits are still adhered to). A longer sequence length then gives a gain of several dB. This motivates supporting L = 571/1151, as defined for FR2 already in Rel-16, also for NR operations in the 52.6–71 GHz frequency range.

[bookmark: _Toc53776223]Include the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, it is beneficial to support all existing Rel-15/16 sequence lengths L = 139/571/1151 to allow for larger transmit powers in some scenarios depending on the assumed beamforming gain, regulatory regime, and UE power limits.

[bookmark: _Toc53776224]Support PRACH with sequence lengths L = 139/571/1151 (as defined for FR2 in Rel-15/16) for 52.6–71 GHz.

PRACH configurations and LBT gaps
Since it is proposed to reuse FR2 initial access design, including PRACH SCSs, one can reuse the FR2 PRACH configuration tables without modifications. Given that the PRACH configuration table design is deeply tied to the ratio between the system frame duration and the PRACH slot duration (which in turn depends on the PRACH SCS), the ability to reuse the PRACH configuration table also provides a strong motivation against introducing new PRACH SCS beyond those in FR2.
[bookmark: _Toc53655945][bookmark: _Toc53740281][bookmark: _Toc53740379][bookmark: _Toc53740444][bookmark: _Toc53740509][bookmark: _Toc53740573][bookmark: _Toc53774138][bookmark: _Toc53776225]Reuse FR2 PRACH configuration tables for 52.6–71 GHz.

Regarding the FFS on LBT gaps between back-to-back PRACH occasions in the same slot, we observe (see companion contribution on channel access [4]) that LBT is not a requirement in most regulatory regions or bands. For this reason, there was an agreement in RAN1#102-e to support operation both with LBT and without LBT.  Even for regions/bands where LBT is required (e.g., c1 band according to HS EN 302 567), the LBT threshold is much higher than for the 5/6 GHz band. In [4], we provide extensive system simulation results on the effectiveness of LBT. We find that due to the inherent use of beamforming in the 52.6 – 71 GHz band as well as large path loss, the interference plus noise rarely exceeds the high LBT threshold of -47 dBm. As a result, invoking LBT only adds overhead, and thus reduced throughput, due to the fact that a listen period is required, but deferral rarely occurs. For this reason, it makes little sense to optimize RACH configuration by introducing LBT gaps between PRACH occasions. Other configuration means exist in the Rel-15/16 standard that would enable LBT if absolutely needed, e.g., PRACH configurations with only a single PRACH occasion per slot.
[bookmark: _Toc53655947][bookmark: _Toc53740283][bookmark: _Toc53740381][bookmark: _Toc53740446][bookmark: _Toc53740511][bookmark: _Toc53740575][bookmark: _Toc53774140][bookmark: _Toc53655948][bookmark: _Toc53740284][bookmark: _Toc53740382][bookmark: _Toc53740447][bookmark: _Toc53740512][bookmark: _Toc53740576][bookmark: _Toc53774141][bookmark: _Toc53776226]Include the following observation in TR 38.808. It is not beneficial to optimize RACH configurations to enable LBT gaps between back-to-back PRACH occasions in the same slot for operation in the 52.6 – 71 GHz band.
[bookmark: _Toc53775905]4.2	DL signals and channels
[bookmark: _Toc53775906]4.2.1	PTRS Design
Agreement:
Consider at least the following aspects of PT-RS design for a given SCS
· Phase noise compensation performance of existing PT-RS design
· Study of need of any modification/changes to existing PT-RS design
· Potential modification to the PT-RS pattern or configuration to aid performance improvement for CP-OFDM and DFT-s-OFDM waveforms (if needed)
· Potential methods to aid ICI compensation at the receiver (if needed)

There are two possible approaches to mitigate OFDM signal performance degradation caused by time-varying phase noise induced inter-subcarrier-interference (ICI):
1. Direct de-ICI filtering approach (Section 3.3.2)
With this approach a filter on the received signal is estimated directly such that the filtered received signal becomes approximately free of ICI. As demonstrated in Section 3.3.2, this approach can be readily applied using the existing Rel-15 PTRS design without any additional change.
2. ICI filter approximation approach (described below)
With this approach, the ICI filter induced by the phase noise is estimated first. The received signal is then filtered by the conjugate reverse of the estimated ICI filter. This approach requires that one or more clusters of consecutive subcarriers are used for PT-RS, which is different than the fully distributed structure of the Rel-15 PT-RS [23].
In the ICI filter approximation approach, the ICI filter  induced by the phase noise is estimated first. The received signal is then filtered by the conjugate reverse of the estimated ICI filter [6]. To estimate the ICI filter, two sub-approaches have been investigated in the literature. The first sub-approach as discussed in [6] relies on decision feedback of the data sub-carriers to assist the ICI filter estimation. The second sub-approach assumes the availability of known symbols in a block of contiguous sub-carriers [23]. The first approach requires high computational complexity and is unlikely to be suitable for high data rate use cases for NR operation in 52.6 to 71 GHz. We explore the second sub-approach in the following.
Let  denote the sub-carrier indices of the block of  contiguous known symbols. The object is to estimate a -tap filter such that

Note that there are only  equations in the above because  is not known if  or . In comparison, the direct de-ICI filtering approach in last section always utilizes  equations for the  known reference symbols regardless of the value of . That is, given the same amount of reference symbols, the direct de-ICI filtering approach described in Section 3.3.2 has higher reference symbol efficiency than the ICI filter approximation approach described here.
The finite tap approximation of the ICI filter can be obtained from minimizing the following residue sum of squares:

This is a least square problem with solution given by

The dimension of the matrix  is also . To avoid the least square problem becoming under-determined, it is necessary that . That is, to estimate a -tap approximation of the ICI filter, the block size of contiguous known symbols should satisfy  and therefore must at least be roughly twice the length of the estimated ICI filter.
To compensate the ICI [6][23], the received signal  is filtered by the conjugate-reverse of the estimated filter coefficients  and then fed to the OFDM demodulator. This implicitly assumes the convolution of the true ICI filter  and the conjugate reverse of the estimated ICI filter is approximately a unit impulse response [6].
Unlike the direct de-ICI filtering approach in Section 3.3.2, in order for the ICI filter estimation approach to work, the PT-RSs need to be organized differently than the distributed structure in Rel-15 NR. As proposed in [23], PT-RSs should be clustered into blocks. One straightforward solution is to have a cluster with as many PT-RSs as in Rel-15 NR. However, for a dispersive channel, it would be beneficial to have several clusters (with fewer PT-RSs each) that are separated in the frequency domain to capture frequency diversity. As illustrated in Figure 41, we investigate this generalized clustered PT-RS structure where there are N PT-RS clusters and each cluster consists of M PT-RSs.

[image: ]
[bookmark: _Ref47619350]Figure 41: Clustered PT-RS structure in one OFDM symbol
Because of the fast time-varying nature of the phase noise, the ICI components experienced by adjacent OFDM symbols can differ significantly. As a result, PT-RSs need to be present in every non-DMRS OFDM symbol. For Rel-15 NR, PT-RS can be configured to be present in every non-DMRS OFDM symbol and, in frequency domain, there is no more than one PT-RS subcarrier per RB. The specs is defined such that, with proper configuration, PT-RS does not collide with other RS.
In contrast, the same cannot be easily achieved with the alternative clustered PT-RS structure shown above. As discussed above, the size of each cluster of contiguous PT-RS should satisfy  in order to estimate a -tap approximation of the ICI filter. That is, to estimate a 3-tap approximation of the ICI filter, each cluster should have at least 5 PT-RS subcarriers. This type of clusters can frequently collide with other existing NR RS, and there is no simple solution to avoid collisions. One example collision is with the tracking RS illustrated in Figure 42. Since there are only three subcarriers between two TRSs, there is not enough room to insert the needed minimum of five clustered subcarriers. 

[bookmark: _Toc53776227]Capture the following observation in TR 38.808: Clustered PT-RS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution.

[image: ]
[bookmark: _Ref47542063]Figure 42: Tracking reference symbol (TRS) mapping in NR

The clustered PT-RS structure is motivated by the ICI filter estimation approach as discussed in the above. However, it should be noted that the direct de-ICI filtering approach described Section 3.2.2 is agnostic to the exact locations of the PT-RS. Therefore, the direct de-ICI filtering approach can be used in conjunction with the distributed Rel-15 PT-RS as well as the alternative clustered PT-RS. 
In the following, we evaluate the two different ICI compensation approaches with different options on the PTRS structures (Option 0/1/2):
· Approach 1: Direct de-ICI compensation approach presented in Section 3.3.2 
· Option 0 (baseline): Rel-15 PT-RS structure with K=2 and L=1
· Option 1 as described below 
· Option 2 as described below
· Approach 2: ICI filter approximation approach presented in the above
· Option 1: 1 cluster with same number of PT-RS subcarriers as Rel-15 setup (K=2).
· Option 2: Multiple clusters of 5 PT-RS subcarriers with approximately the same total number of PT-RS subcarriers as Rel-15 setup (K=2). That is, the number of clusters is , where  is the number of allocated RBs.
· Note: Approach 2 is not compatible with Option 0 (baseline) PTRS structure
We emphasize that the PT-RS overhead is the same for both Options 1 and 2, which in turn is the same as the baseline (Option 0) Rel-15 PTRS overhead. For both ICI compensation approaches, 3-tap filters () are estimated and used for compensation.
The BLER performance comparison between Option 0 and Option 1 is provided in Figure 43. We can observe that the existing Rel-15 NR distributed PT-RS structure outperforms the single clustered PT-RS structure. This is mainly because the Rel-15 PT-RS structure is robust against frequency selective channels, as the reference signal is distributed over the entire scheduled BW. With the introduction of multiple clusters in Option 2, the link performance improves as shown in Figure 44 and almost matches that of the Rel-15 PT-RS structure when the direct de-ICI filtering received is applied. We can also see that ICI compensation performance for 1600 MHz is better than for 400 MHz bandwidth since, for a given K (here K=2), the number of PT-RS samples for 1600 MHz is greater than that for 400 MHz BW, resulting in improved averaging and thus reduced estimation error.
It can be further observed in Figure 43 and Figure 44 that the direct de-ICI filtering approach on the clustered PT-RS actually outperform the ICI filter estimation approach. As discussed in the above, the two main reasons are (1) the ICI filter estimation approach has lower PT-RS efficiency: each cluster of 5 PT-RS is used to construct only 3 least square equations instead of 5; and (2) the ICI mitigation in the ICI filter estimation approach relies on the assumption that the convolution of the true ICI filter and the conjugate reverse of the estimated ICI filter is approximately a unit impulse signal, which cannot generally be guaranteed in practice.

[bookmark: _Toc53776228]Capture the following observation in TR 38.808: A clustered PT-RS structure does not offer any performance advantage over the existing Rel-15 NR distributed PT-RS structure.

Based on the above extensive analysis alternative PT-RS structures and ICI compensation algorithms, we conclude with the following proposal:

[bookmark: _Toc47624950][bookmark: _Toc47625720][bookmark: _Toc47626064][bookmark: _Toc47630290][bookmark: _Toc47624951][bookmark: _Toc47625721][bookmark: _Toc47626065][bookmark: _Toc47630291][bookmark: _Toc47624952][bookmark: _Toc47625722][bookmark: _Toc47626066][bookmark: _Toc47630292][bookmark: _Toc53086145][bookmark: _Toc53776229]Retain the same Rel-15 distributed PT-RS structure for OFDM for NR operation in 52.6 to 71 GHz.

[bookmark: _Toc47616544][bookmark: _Toc47616596][bookmark: _Toc47616546][bookmark: _Toc47616598][bookmark: _Toc47616547][bookmark: _Toc47616599][bookmark: _Toc47616548][bookmark: _Toc47616600][image: ][image: ]
[bookmark: _Ref47559341]Figure 43: BLER for 480 kHz SCS in TDL-A 10 ns channel with Rel-15 or single-clustered PT-RS structures for 400 MHz (left) and 1.6 GHz (right) bandwidth for the PN model set 1.
[image: ][image: ]
[bookmark: _Ref47559346]Figure 44: BLER for 480 kHz SCS in TDL-A 10 ns channel with Rel-15 or multiple-clustered PT-RS structures for 400 MHz (left) and 1.6 GHz (right) bandwidth for the PN model set 1. 

[bookmark: _Toc53775907]4.2.2	DMRS Design
Agreement:
Consider at least the following aspects of DM-RS design for a given SCS
· Channel estimation performance of existing DM-RS design with existing and new SCSs (if any)
· Study whether there is a need of any modification/changes to existing DM-RS design
· Potential modification or introduction of new DM-RS pattern, configuration or indication to aid performance improvement for CP-OFDM and DFT-S OFDM waveforms (if needed)

[bookmark: _Toc46307404][bookmark: _Toc47530181]In the above agreement, channel estimation and DMRS design are identified as items to study. The issue that was raised is that for a channel with significant time dispersion (larger delay spread), it was questioned whether or not the DMRS density defined in Rel-15 is sufficient. The thought was that as the subcarrier spacing is increased, there becomes fewer DMRS symbols within the coherence bandwidth of the channel. Here we investigate this effect by comparing the performance of a practical channel estimation scheme to the ideal (genie) channel estimator for two different delay spread values: small = 10 ns and large = 40 ns using the Rel-15 DMRS structure (Type 1). For the practical channel estimation scheme, we observe that it is not always beneficial to estimate all channel taps, especially the weaker ones. There is a trade-off in overall PDSCH performance between collecting energy from different delayed versions of the received signal and channel estimation error due to weak channel taps. Furthermore, how the raw DMRS estimates are filtered and interpolated in frequency and time can be varied for different channel conditions. In the results shown below, we account for these factors by varying the channel estimator parameter.

Figure 45 and Figure 46 show the PDSCH performance for subcarrier spacings 480 kHz and 960 kHz, respectively. In both cases we consider ECP in order to minimize the effect of ISI which is otherwise dominant for 960 kHz with NCP and 40 ns delay spread. Furthermore, we assume no phase noise. This allows us to isolate the effect of channel estimation error. While we consider ECP here, there are strong reasons why ECP is not beneficial for operation in the >52.6 GHz band as we discuss in Section 3.3.3.2. 

From these results, we observe the following:
· For small delay spread, we observe only a minimal gap in performance between the ideal and practical for both 480 and 960 kHz SCS
· For 480 kHz and large delay spread, we observe a small gap in performance between the ideal and practical channel estimator. Tuning the channel estimator, while helpful, is not essential to realize good performance.
· Hence, for up to 480 kHz SCS and large delay spread, the room for improvement with a change to the Rel-15 DMRS design is very limited
· For 960 kHz SCS and large delay spread, we observe a larger gap in performance between the ideal and practical channel estimator. Tuning the channel estimator becomes essential.
· While there appears to be an opportunity for performance improvement with a change to the Rel-15 DMRS design, we stress that 960 kHz SCS suffers from many problems as we discuss in other parts of this contribution. These results provide an additional evidence that 960 kHz SCS is undesirable for operation in the 52.6 – 71 GHz band.

[bookmark: _Toc53776230]Capture the following observation in TR 38.808. For 480 kHz SCS and below with large delay spread, the room for performance improvement with a change to the Rel-15 DMRS design is very limited. 

	[image: ]	[image: ]
(a) (b)
[bookmark: _Ref53655959]Figure 45: PDSCH performance for MCS22 for 480 kHz + ECP in TDL-A channel with delay spread of (a) 10 ns, and (b) 40 ns. 
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(a) (b)
[bookmark: _Ref53655960]Figure 46: PDSCH performance for MCS22 for 960 kHz + ECP in TDL-A channel with delay spread of (a) 10 ns, and (b) 40 ns.

[bookmark: _Toc53775908]4.3	UL signals and channelsAgreement:
Consider at least the following aspects for uplink transmission
· Study of potential enhancements for PUSCH/PUCCH/PRACH transmissions to achieve higher transmit power (when transmit power spectral density limits apply), if needed
· Study whether uplink interlace needs to be supported for unlicensed operation in 60 GHz band.
· If supported, study uplink PRB and/or sub-PRB based interlace design for PUCCH, PUSCH, and/or SRS.


To facilitate coexistence between nodes in unlicensed spectrum, many regulations put requirements on EIRP limits, or PSD requirements. 
PSD requirement
The implication of a PSD requirement (e.g., according to CEPT) on the physical layer design is important to consider from a coverage perspective. But as we discuss here, interlaced transmission, while beneficial for the 5/6 GHz band, has very little utility for the 60 GHz band.
For NR-U operation in the 5/6 GHz band, interlaced transmission was adopted for PUCCH/PUSCH in order to maximize the transmit power under a PSD constraint. For example, in some regulatory regions the power measured in a 1 MHz bandwidth must be 10 dBm or less. Since relatively small subcarrier spacings are used for 5/6 GHz band, e.g., 15/30 kHz, a single PRB only occupies 180/360 kHz, respectively. This means that if UL transmissions are interlaced, and no two PRBs fall within a 1 MHz measurement bandwidth, then the transmit power may be boosted by at most 10*log10(1000 kHz / SCS) compared to a contiguous allocation without violating the PSD regulations. This translates to 7.4/4.4 dB, for 15/30 kHz, respectively.
In the 60 GHz band, the situation is different. First the EIRP and PSD depends on the use case (fixed outdoor equipment or not). For deployments other than fixed outdoor, even though the EIRP limit can be up to 40 dBm, it is not expected that a mobile UE will support such high EIRP. In fact, for the system level simulation evaluations, it is assumed that the UE EIRP is at most 25 dBm. Hence, the expected UE EIRP is not much higher than the PSD limit (23 dBm/MHz for c1/c2 according to CEPT). Hence, the UE will typically be limited by maximum conducted power before it is limited by PSD.
For fixed outdoor deployments where the devices are expected to achieve higher EIRP, then the difference between the PSD limit (e.g., 38 dBm/MHz for c3 according to CEPT) and the EIRP limit (55 dBm) is larger. Hence, depending on the signal bandwidth the UE Tx power could, in principle, be limited by PSD rather than conducted power. However, in the 60 GHz band the subcarrier spacing will be much larger than in the 5/6 GHz band. This means that a single PRB for all SCS ≥ 120 kHz occupies more than the 1 MHz PSD measurement resolution bandwidth. Because of this, no power boosting is possible making PRB-based interlacing not beneficial. 
[bookmark: _Toc53774083][bookmark: _Toc53774931][bookmark: _Toc53775926]PRB-based interlacing is not beneficial for SCS ≥ 120 kHz

Both in Rel-16 and in the current Rel-17 study item, sub-PRB interlacing has been discussed as a mechanism for achieving power boosting. A "sub-PRB" unit is defined as some integer number N of subcarriers where N < 12. If the SCS is 960 kHz or greater, a single subcarrier (smallest possible sub-PRB unit) would occupy the full 1 MHz PSD measurement resolution bandwidth, hence for SCS ≥ 960 kHz even sub-PRB interlacing is not beneficial.
[bookmark: _Toc53774085][bookmark: _Toc53774933][bookmark: _Toc53775927]Sub-PRB interlacing is not beneficial for SCS ≥ 960 kHz

480 kHz SCS is also being discussed for the 60 GHz band.  For this SCS, the maximum power boosting benefit is only 3 dB and it requires using a sub-PRB unit of N = 1 sub-carrier. For large frequency domain allocations, ultimately it will be necessary to schedule two or more sub-PRBs within the 1 MHz PSD measurement resolution bandwidth. In this case, the power boosting benefit vanishes. In general, for any type of interlacing, the benefit is primarily for smaller frequency resource allocations. We point out that for fixed outdoor deployments as discussed above, the channel conditions are expected to be good, thus making small frequency resource allocations unlikely.
[bookmark: _Toc53774087][bookmark: _Toc53774935][bookmark: _Toc53775928]Both PRB and sub-PRB interlacing is not beneficial for large frequency resource allocations

More seriously, introduction of a sub-PRB design requires very large specification changes since the fundamental allocation unit of a full RB needs to be changed. For example, this could require a total redesign of reference signal structures. For the 60 GHz band, since the scenarios under which any form of interlacing could potentially bring some benefit are very restricted compared to the 5/6 GHz band. In our view, complexity vs. cost tradeoff rules out adoption of sub-PRB interlacing. 

[bookmark: _Toc46230579][bookmark: _Toc46235360][bookmark: _Toc46237870][bookmark: _Toc46237903][bookmark: _Toc46238836][bookmark: _Toc46238856][bookmark: _Toc46238947][bookmark: _Toc46238982][bookmark: _Toc46239045][bookmark: _Toc46239078][bookmark: _Toc46239112][bookmark: _Toc46239781][bookmark: _Toc46239910][bookmark: _Toc46240404][bookmark: _Toc53776231]Capture the following observation in TR 38.808: Neither PRB or sub-PRB interlacing is beneficial for the expected large frequency resource allocations applicable for NR operation in 52.6 – 71 GHz spectrum. The support of UL interlace allocation is not considered for NR operation in 52.6 – 71 GHz.

Max Peak Conducted Power
According to the FCC regulations, the max UE conducted power depends on transmission bandwidth. For transmission bandwidth less than 100MHz, the max peak conducted power scales down proportional to the occupied bandwidth according to {500mW × emission-BW / 100MHz}. For signals/channels that can be configured/scheduled with bandwidth greater than 100 MHz, the maximum conducted power (27 dBm) can be reached. Example channels that can easily occupy more than 100MHz include PUSCH, SRS and PRACH. 
For low power mobile UEs, e.g., EIRP of 25 dBm as assumed in the system level simulations, the FCC conducted power requirement will not be a limiting factor.  If such UE has a 2x2 antenna panel with total antenna gain of at least 12 dB, then only 13 dBm conducted power is needed to reach the devices own EIRP limit. This is achieved for any allocation with a BW larger than 3.98 MHz, derived according to 10*log10(500mW × BW MHz / 100 MHz) = 13. For 480 kHz and 960 kHz, a single PRB is already larger than 3.98 MHz. Even for 240 kHz, transmission at the devices own EIRP limit can be achieved by allocating at least two resource blocks for the transmission, which is already possible for any UL channel. The only exception would be PUCCH format 0,1 and 4 that occupy only a single resource block.
Table 4: Number of RBs needed to transmit at EIRP limit for low and high power equipment (assuming 12 dB antenna gain)
	SCS
	Number of RBs needed to transmit at EIRP limit for low power equipment
	Number of RBs needed to transmit at EIRP limit for high power equipment

	240 kHz
	2
	35

	480 kHz
	1
	18

	960 kHz
	1
	9



For higher power equipment, the conducted power does not need to be reduced below the FCC maximum value of 500 mW (27 dBm) as long as the allocation is at least 35, 18, and 9 RBs for 240, 480 and 960 kHz respectively. As mentioned above, PUCCH format 0,1, and 4 cannot fulfill this requirement and therefore PUCCH coverage may be negatively impacted for high power equipment. Time domain repetition can be used to compensate for the limited transmit power for PF0/1/4. Also, the issue can be avoided if UCI is sent on PUSCH instead of PUCCH.  Alternative enhancements, such as expanding the bandwidth of PUCCH can be considered e.g., by design of longer sequences or by repetition in the frequency domain with application of appropriate PAPR mitigation techniques. However, extending PF 4 to multiple RBs essentially turns PF4 to a multi-user version of PF3. Hence, enhancing PF 4 is not critically needed. 

[bookmark: _Toc53776232]Capture the following observation in TR 38.808: it is beneficial to enhance PUCCH format 0 and 1 to span multiple RBs to allow larger transmit power.

[bookmark: _Toc53775909]4.4	Scheduling and HARQ
Agreement:
Consider at least the following aspects of scheduling for BWP with a given SCS
· Study of frequency domain scheduling enhancements/optimization for PDSCH/PUSCH, if needed
· e.g. potential impact to UL scheduling if frequency domain resource allocation with different granularity than FR1/2 (e.g. sub-PRB, or more than one PRB) is supported
· Study of time domain scheduling enhancements for PDSCH/PUSCH, if needed
· e.g. increasing the minimum time-domain scheduling unit to be larger than one symbol, supporting multi-PDSCH scheduled by one DCI, supporting one TB mapped to multiple slots (i.e., TTI bundling)
· Study potential enhancements or alternatives to the scheduling request mechanism to reduce scheduling latency due to beam sweeping, if needed

[bookmark: _Toc47530182][bookmark: _Toc53775910]4.4.1	Time domain resource allocation aspects
Given the much large UE processing latencies discussed in Figure 34 and Figure 35 in Section 3.5, an increase of the number of HARQ processes may become necessary in order not to throttle data throughputs due to HARQ process starvation. However, a larger number of HARQ processes will increase the DCI and HARQ-ACK sizes, which can negatively impact the coverage of NR operation in 52.6 to 71 GHz.

[bookmark: _Toc53775929]Because of larger processing latencies, the numbers of DL and UL HARQ processes may need to be increased. Otherwise, physical layer specification and implementation changes compared to Rel-15 may be needed to sustain high data throughput.

Furthermore, given the short slot durations and longer processing latencies (in terms of the numerology) associated with larger SCSs, it may be beneficial to consider extending the multi-PUSCH scheduling feature introduced in Rel-16 to the scheduling of multiple PDSCH using one DCI in Rel-17. This can be accomplished using the same approach as Rel-16 multiple-PUSCH time domain resource allocation. That is, each row in the new multi-PDSCH scheduling time domain resource allocation table can contains multiple mapping types and startSymbolAndLength settings. A single K1 can be used to indicate the starting slot of multiple PDSCHs, each of which follows its own mapping type and startSymbolAndLength as specified by the applicable row in the time domain resource allocation table. Similar to Rel-16, the HARQ process number field in the DCI applies to the first scheduled PDSCH. HARQ process number is then incremented by 1 for each subsequent PDSCHs in the scheduled order, with modulo operation as needed. Separate NDI and RV fields are provided for each of the scheduled PDSCHs.
An example of using one DCI to schedule four consecutive PDSCHs is illustrated in Figure 47. A PUCCH can carry the feedback corresponding to the four consecutive PDSCHs. Multi-PDSCH scheduling will not only save on DCI overhead, but also makes it possible to operate with lower PDCCH monitoring granularity without compromising on scheduling granularity. In return, lower PDCCH monitoring granularity will result in significant UE power consumption savings.

[image: ]
[bookmark: _Ref47013743]Figure 47: Example of multiple-PDSCH scheduling.

[bookmark: _Toc53776233]Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz it is beneficial to support scheduling multiple PDSCH using one DCI by extending the multi-PUSCH scheduling feature introduced in Rel-16 to the scheduling of multiple PDSCH using one DCI in Rel-17

As discussed in Section 3.5, the UE PDCCH processing capabilities in the number of blind decodes and the number channel estimation CCEs per slot shrink exponentially with the numerologies. The Rel-15 PDCCH processing capabilities per slot can be fitted to simple formulae to obtain initial benchmarks for further discussion. Using the minimum mean absolute deviation fitting, the fitted and extrapolated PDCCH processing capabilities per slot are shown as follows:


Figure 48: Extrapolated  and  values per slot
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960

	
	44
	36
	22
	20
	
	
	

	Estimate
	44
	34
	26
	20
	15
	12
	9

	
	
	
	
	
	
	
	

	SCS [kHz]
	15*20.5
	60
	120
	240
	480
	960

	
	56
	48
	32
	
	
	

	Estimate
	56
	40
	32
	26
	20
	16



The potential reduction of UE PDCCH processing capabilities per slot shown in the above presents difficulties to maintain the same scheduling framework and flexibility as Rel-15 NR. It would impose substantial negative impacts to Rel-17 NR operation in 52.6 – 71 GHz if the UE PDCCH processing capabilities per multi-slot monitoring period remain as restrictive when the UE is configured to monitor the PDCCH every  slots. Therefore, it will be beneficial to NR operation in 52.6 – 71 GHz to scale UE PDCCH processing capabilities per multi-slot monitoring period with the size of the monitoring period:


[bookmark: _Toc53776234]Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz, it is beneficial to support UE PDCCH processing capabilities per multi-slot monitoring period that scale with the size of the monitoring period when the UE is configured with a monitoring period larger than a slot.

[bookmark: _Toc53775911]4.4.2	Frequency domain resource allocation aspects
Frequency resource allocation Type 0 and Type 1 are similarly supported for both downlink and uplink. When Type 0 resource allocation is used, a bitmap indicates the Resource Block Groups (RBGs) that are allocated to the scheduled UE where a RBG is a set of consecutive virtual resource blocks defined by higher layer parameter rbg-Size configured by PXSCH-Config and the size of the bandwidth part as defined in Error! Reference source not found..
Table 5: Nominal RBG size
	Bandwidth Part Size
	Configuration 1
	Configuration 2

	1 – 36
	2
	4

	37 – 72
	4
	8

	73 – 144
	8
	16

	145 – 275
	16
	16



When downlink type 1 resource allocation is used, the FDRA field consists of a resource indication value (RIV) corresponding to a starting resource block group RBGstart=0, 1, …, NRBG-1 and a length in terms of virtually contiguously allocated resource block groups LRBGs=1, …, NRBG. Type 1 scheduling on RBG level was introduced in rel-16 for DCI 1_2 and DCI 0_2. However, the supported granularities are the same as for Type 0. 
Assuming a channel bandwidth of 1.6 GHz with 480 kHz SCS, the FDRA bit field carried in the DL and UL DCI can be up to 16 bits, which can negatively impact the coverage of NR operation in 52.6 to 71 GHz. Operation on such a large bandwidth, assumes quite good channel conditions and transmissions that are large in bandwidth. Also, given the high directivity of the transmission, frequency multiplexing of UE becomes less applicable. Such fine scheduling granularity provided by configuration 1 and 2 may not be needed for 60GHz operation. Given the impact of DCI size on coverage, RAN1 should consider DCI size reduction, and FDRA fields is one of the candidate fields that can be investigated.

[bookmark: _Toc53776235]Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz, it is beneficial to reduce the FDRA fields size by supporting larger RBG sizes. 

[bookmark: _Toc53775912]4.4.3	PDSCH processing time improvement
As a first step to start the processing timeline discussion, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated as tabulated in Figure 34 in Section 3.5, the benchmark for PDSCH decoding time for 480 kHz SCS is around 37 OS. For 960 kHz SCS, the benchmark should be around 50 OS rather than 160 OS as listed in the system level simulation assumptions.
Several factors contribute to the UE minimum processing time. One factor relates to the amount of time needed to perform PDCCH blind decoding search. Another factor relates to whether the UE needs to wait for additional DMRS in the PDSCH transmission. A further factor is related to increased sizes of soft buffer as discussed in Section 3.5. Because of increased protocol latency / loop length, a receiver increasingly needs to keep larger amount of soft values. It has become uneconomical for the receiver implementation to include such soft buffer memory on the same chip for baseband processing. That is, the soft values need to be written to off-chip memory hardware when a transmission is not received successfully. The soft values will also need to be read back from off-chip memory hardware when the receiver is processing a retransmission of the same transport block. Since access of off-chip memory hardware takes substantially more time than the baseband processor cycles, proper HARQ feedback timing control for the high frequency ranges need to take soft combining into consideration.
In Rel-15, a single UE processing time requirement is defined to cover both initial and retransmission cases. But for initial transmission case where there is no need of additional latency budget to fetch from soft buffer memory, the actual PDSCH decoding times in terms of OSs needed for the initial transmission can be less than that for the retransmission cases. This is one of the opportunities where PDSCH decoding time can be reduced for initial transmissions. Considering that the ACK/NACK latency (SIFS) for the IEEE 802.11ad devices is 3 μs, a new PDSCH decoding time requirement much shorter than 37 OSs (≈82 μs) should be considered for in NR operation in 52.6 to 71 GHz. 

[bookmark: _Toc46496325][bookmark: _Toc46496566][bookmark: _Toc46497847][bookmark: _Toc46496327][bookmark: _Toc46496568][bookmark: _Toc46497849][bookmark: _Toc46496328][bookmark: _Toc46496569][bookmark: _Toc46497850][bookmark: _Toc46496329][bookmark: _Toc46496570][bookmark: _Toc46497851][bookmark: _Toc46496332][bookmark: _Toc46496573][bookmark: _Toc46497854][bookmark: _Toc53776236]RAN1 should investigate the different factors that contribute to the PDSCH processing time and consider possible latency reduction opportunities. 

[bookmark: _Toc53775913]4.4.4	Scheduling request enhancements
NR operation in mm-wave bands heavily relies on beamforming for both transmission and reception. For UL transmission, a spatial relation needs to be established and understood by both UE and gNB before transmission in the UL is conducted. A spatial relation is defined between an UL channel/reference signal (PUSCH, PUCCH, SRS) and either a DL reference signal (CSI-RS, SS/PBCH block) or another UL reference signal (SRS). If UL channel/signal A is spatially related to reference signal B, it means the UE should beamform A in the same way as it received/transmitted B. By establishing a spatial relation, the UE gets to know in which direction to beamform its transmission signal towards the targeted gNB, and the gNB also understands how to tune its RX beam towards the UE. A number of issues are identified below regarding UL beamforming in the scenario of periodic Scheduling Request transmission on PUCCH. 
Firstly, an SR transmission on a particular period of the configured periodic PUCCH is initiated by a UE and is transmitted according to the currently active spatial relation for that UE. Since the gNB must listen for SRs in many different directions, it may not know from which direction a particular UE will transmit at any given time, hence it might not be able to tune its RX beam properly towards that UE when it transmits an SR autonomously. Because of this beam misalignment, the UE might need to re-transmit SR many times before it is finally heard by the gNB. There is also a considerable risk that the UE might reach the limit of SR transmission attempts thus falling back to transmit SR over RACH. As a consequence of this beam mis-alignment phenomenon, SR and the overall UL data transmission latency can be very high.
[image: ]
Secondly, a gNB with analog beamforming capability can only listen to UL transmission in one direction (per antenna panel) at a time. To solve this, the gNB can periodically sweep through all beams in the cell for SR detection in SR transmission occasions. In such an application scenario, SR latency is not only determined by the SR periodicity configured to the UEs, but also by the periodicity of SR sweeping in the gNB. Imagine in a cell where a large number of narrow beams are configured, it will take many slots for the gNB to beam-sweep through the entire cell for SR detection. Statistically the SR latency can become extremely high. This can be a big issue for some devices or applications with tight latency requirement.
Thirdly, SR resources for multiple UEs can be configured in same OFDM symbol(s) by means of frequency or code multiplexing to improve resource efficiency. A gNB with analog beamforming capability should then multiplex SR resources in the same time occasion only for UEs located in the same beam coverage area, so that the gNB can detect the SR transmissions from the UEs with the same RX beam. When the UEs are moving around in the cell across different beam coverage area, gNB needs to frequently re-configure SR resources for the UEs by dedicated RRC signaling, which can contribute to an excessive signaling overhead to the system.
To illustrate this issue, Figure 49 shows two UEs each configured with a single SR resource and the two resources are frequency or code division multiplexed, i.e., occur in the same time occasion (OFDM symbol). When a UE moves into the coverage of another beam, the gNB updates the spatial relation for the configured SR resource via MAC-CE after receiving measurement report(s) from the UE. This mechanism is not friendly to frequency/code division multiplexing of PUCCH resources in the context of analog beamforming. The example in Figure 49 starts with both UE1 and UE2 located in the SSB1 coverage area. Initially, the gNB configures the spatial relation for both UEs as SSB1, which works fine until UE1 starts to move. If the UE moves into the coverage area of SSB2, the gNB updates the UE1 SR resource with spatial relation to SSB2 via MAC-CE. The trouble is that SRs from either or both UE1 and UE2 are transmitted in the same OFDM symbol, but from different directions since UE1 and UE2 now have different spatial relations. It will be difficult for gNB to detect the SR from both directions at the same time with analog beamforming capability. To solve the problem in the Rel-15 framework, the gNB should RRC re-configure the SR resource for UE1 to be in a different OFDM symbol. However, this can lead to excessive RRC signaling when considering all UEs movement within a cell.
[image: ]
[bookmark: _Ref48658055]Figure 49: Spatial relationship update mechanism in Rel-15

Enhancements to SR configuration and spatial relationship management
Clearly, in a system with heavy reliance on analog beamforming, it is beneficial to consider enhancements to the Rel-15 SR configuration and spatial relation update mechanisms with the goal of avoiding excessive RRC signaling and simultaneously reducing the latency in the SR procedure. 
One possible approach is to configure more than one periodic SR (PUCCH) resource for a UE, where a subset of the SR resources occur in a different time occasions (OFDM symbols) and each resource is "associated" with a different spatial direction, e.g., associated with a different SS/PBCH block or different CSI-RS. This is analogous to the SSB-to-RACH occasion association inherent in Rel-15.
At any given time, one or multiple of the configured periodic uplink SR resources are indicated as "active" by the gNB in a UE-specific manner, e.g., by MAC-CE signaling similar to the MAC-CE spatial relation update mechanism in Rel-15. Only the configured SR resource(s) that are active should be used for SR transmissions by the UE. For a particular active SR resource, the SR transmission from the UE is based on the spatial relation corresponding to the associated SSB/CSI-RS for that resource.
As a UE moves from one SSB or CSI-RS beam coverage area to another, the gNB updates which SR resource(s) are active for that UE. The gNB may determine the active SR resource(s) for the UE based on CSI measurement reports from the UE, e.g., L1-RSRP, or based on gNB measurement on SRS(s) transmitted by the UE.
In this way, there is a common understanding between the gNB and the UE from which direction an SR will be transmitted at any given time. This mitigates the beam misalignment problem discussed above, thus simultaneously reducing the SR latency and unnecessary SR re-transmissions.

[bookmark: _Toc53776237]Capture the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, consider enhancements to SR (PUCCH) resource configuration and spatial relation management to reduce UL data latency

gNB Initiated Polling 
An alternative approach is that instead of listening to periodic PUCCH resources for uplink scheduling requests, the gNB can transmit polling requests to UEs in connected mode for their UL buffer status. UEs that can decode the polling request can respond to the polling requests by transmitting polling responses in specific PUCCH or PUSCH resources. The gNB has control on the timing of the polling response, thus it can tune its RX beam appropriately to ensure successful reception of the polling response, thus reducing latency. Upon reception of a polling response indicating UL data available at a UE, the gNB can schedule UL data transmission for the UE using the conventional UL data transfer procedure.
In response to the polling request, the UEs with nonempty UL data buffers can report the buffer status in a UCI using a pre-configured PUCCH resource. UEs with empty UL data buffer may either transmit a zero data volume indication, or simply ignore the polling request. This approach can be considered as a sort of aperiodic Scheduling Request. In contrast to the periodic Scheduling Request mechanism in current NR, where a SR transmission is initiated by the UE in a periodic PUCCH transmission occasion, the polling mechanism enables gNB to dynamically trigger SR transmission from the UE. By this mean, gNB is able to coordinate SR transmission to achieve more efficient spatial sweeping of SR detection, more flexible resource scheduling and better latency control. For example, the gNB can configure each UE with a PUCCH spatial relation given by a particular SSB. Then, if the gNB sweeps its receive beam according to the SSB directions for different occasions of the periodic PUCCH resource, it can trigger the SR for a particular UE just prior to the PUCCH occasion for which it knows the UEs transmit beam will be aligned with the gNB’s receive beam. In this way, it is avoided that the UE transmits SRs that will be lost due to the gNB not listening in the correct direction.

[bookmark: _Toc53776238]Capture the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, consider gNB initiated polling approach for UL traffic management to reduce UL data latency.

[bookmark: _Toc53775914]4.5	Beam management
Agreement:
Consider at least the following aspects in system operations with beams 
· Study of BFR mechanism enhancements, if supported
· e.g., the use of aperiodic CSI-RS for BFR, increased number of RSs for monitoring/candidates and efficient utilization of the increased number of RSs, enhanced reliability to cope with narrower beamwidth
· Study of UE capabilities on beam switch timing in beam management procedure
· Study of enhancements for beam management and corresponding RS(s) in DL and UL are needed further considering at least the following aspects, if supported:
· beam switching time, beam alignment delay (including initial access), LBT failure, and potential coverage loss (if large SCS is supported)
· Study of beam switching gap handling for signals/channels (e.g. CSI-RS, PDSCH, SRS, PUSCH) for higher subcarriers spacing, if supported

Multi-slot triggering of aperiodic CSI-RS/SRS resources
In Section 4.4.1 we propose extending the ability to schedule multiple PDSCHs with a single DCI to the downlink whereby a single DCI can schedule PDSCHs in multiple slots. This not only saves on DCI overhead, but also makes it possible to operate with lower PDCCH monitoring granularity without compromising on scheduling granularity. In return, lower PDCCH monitoring granularity will result in significant UE power consumption savings.
Addressing the first highlighted FFS in the above agreement, the same functionality as for PDSCH/PUSCH is suitable, and indeed beneficial, when it comes to triggering of aperiodic CSI-RS and SRS resources for the purposes of beam management. This is further motivated by the fact that for operation in the 52.6 – 71 GHz band, a large number of beams are expected to be used; hence, it is beneficial to be able to trigger (schedule) those resources over multiple slots. In this case, the UE could be configured to measure and report over the aggregated (super set) of resources spanning those slots, e.g., reporting the top-N beams and their associated RSRPs. This is illustrated in Figure 50 where 4 CSI-RS resource sets are triggered with a single DCI. We note that Rel-15/16 supports triggering of multiple CSI reports (e.g., L1-RSRP reports) with a single DCI, where each report is linked to a single CSI-RS resource set confined to a single slot; however, the UE prepares separate L1-RSRP reports corresponding to each resource set. For Rel-17, it would be beneficial to enhance this functionality to trigger multiple CSI-RS sets associated with the same CSI report. With this enhancement, the UE would evaluate best beam or top-N beams over the aggregate (super-set) of CSI-RS resources.
[image: ]
[bookmark: _Ref52812639]Figure 50: Multi-slot aperiodic CSI-RS triggering with single DCI.
Similar functionality is useful for the case of aperiodic SRS resource sets where Rel-15/16 has quite limited flexibility for triggering multiple SRS resource sets, due in part to the limited number of DCI code points (SRS request field is only 2 bits).
Based on this we propose the following
[bookmark: _Toc53776239]Capture the following text in TR 38.808: For operation in the 52.6 – 71 GHz band, due to the large number of beams expected to be used, it is beneficial to enhance triggering of aperiodic CSI-RS and SRS resources to support flexible multi-slot triggering with a single DCI.

Beam switching gaps
Regarding the second highlighted FFS in the above agreement, we point out that Rel-15/16 already supports quite flexible configuration of CSI-RS and SRS for beam management when it comes to the OFDM symbol allocation within a slot. For each CSI-RS resource in a CSI-RS resource set, the RRC parameter firstOFDMSymbolInTimeDomain specifies the starting OFDM symbol of a CSI-RS resource within the slot. Hence, it is already possible to configure multiple resources within a set with symbol gaps in between. Similar functionality is supported already in Rel-15 for SRS resource sets. We further point out that with 480 kHz SCS the CP duration is 146 ns which is sufficient for beam switching. As we mention in Section 4.1.1, according to 38.817 Sec 9.10.2, “The worst-case beam switching time is hence based on the analogue implementation and is estimated as < 100ns.”

[bookmark: _Toc53776240]Capture the following text in TR 38.808: For operation in the 52.6 – 71 GHz band, Rel-15/16 already supports functionality to configure gaps between CSI-RS and SRS resources for beam management. Furthermore, for SCS <= 480 kHz, the CP duration is sufficient for beam switching which typically requires < 100 ns.

[bookmark: _Toc53775915]4.6	Miscellaneous
Agreement:
· Consider the study of at least the following aspects, including the justification for the features and their potential benefits, if applicable
· System overhead impact from TDD switching time for larger subcarrier spacing
· Coverage enhancement mechanisms for control channels and SSB, if larger SCS is supported
· Any potential modifications to HARQ processes including number of processes, if supported
· Impact from MAC buffering for larger subcarrier spacing, if any
· NR channelization/sub-channelization and any potential impact from RAN1 perspective
· Additional RF impairments that impact evaluations
· Impact on BWP switching procedure due to new higher SCS, if supported
· Support of rank 2 transmission for DFT-s-OFDM in the uplink
· Other aspects and impacts due to introduction of higher SCS are not precluded.

Agreement:
Study single carrier and multi carrier operations for achieving wide bandwidth utilization, while at least considering aspects such as control signaling overhead, transceiver complexity, spectral efficiency, etc.



Many of the FFS items in the above agreements have been discussed in other sections of this contribution, i.e., coverage, HARQ, MAC buffering, NR channelization. Here we discuss a few of the remaining issues:
TDD switching time
Regarding TDD switching times, in 38.211 the following DL – UL and UL – DL switching times are specified in units of  where  and . Observing Table 4.3.2.-3 below copied from 38.211, the switching time for FR2 is roughly 7 µs, i.e., just short of 1 OFDM symbol at 120 kHz SCS. This incurs overhead whenever the transmit-receive direction is switched. For example, for a 3DL-1UL TDD pattern, 2 switches are required within every 4 slots.
If the subcarrier spacing is increased, e.g., to 480 kHz, and the absolute switch time requirement for FR2 is reused for operation in the 52.6 – 71 GHz band, then the switch time in terms of number of OFDM symbols scales by a factor of 4, and thus increases the overhead by the same factor for a fixed number of slots. However, if the switching periodicity is reduced to account for shorter slots, then the overhead can be kept at the same levels as FR2, which is already quite low.
Table 4.3.2-3: Transition time  and 
	Transition time
	FR1
	FR2

	
	25600
	13792

	
	25600
	13792



We observe that since the switching time requirements in Table 4.3.2-3 are the responsibility of RAN4 to define, we don't see a need to discuss this further in RAN1.
[bookmark: _Toc53775930]TDD switching time requirements for the 52.6 – 71 GHz band are the responsibility of RAN4 and thus do not need to be further discussed in RAN1.

Rank-2 transmission for DFT-s-OFDM
Rel-15/16 supports is limited to rank-1 transmission when DFT-s-OFDM is configured in the UL. It has been proposed to consider whether or not this should be extended to rank-2. In our view, any decision on this is out of scope for the current SI/WI. This is better suited to be discussed in a MIMO SI/WI. Hence we propose
[bookmark: _Toc53776241]Do not further discuss Rank-2 transmission for DFT-s-OFDM in the 52.6 – 71 GHz SI/WI. This should be addressed under a MIMO SI/WI.

Single/multi-carrier operation
For achieving wide bandwidth utilization, fundamentally single or multi-carrier operation can be utilized. The decision on which to utilize depends on gNB/UE implementations and capabilities, the available spectrum, e.g., in unlicensed or licensed portions of the 52.6 – 71 GHz band, deployment scenario, etc. As both are equally valid modes of operation, and both are supported in Rel-15/16, we see no need to preclude one or the other. However, we observe that the maximum carrier bandwidth is still under discussion.
[bookmark: _Toc53775931]For operation in the 52.6 – 71 GHz band, it is beneficial to support both single and multi-carrier operation to achieve wideband operation as is already supported in Rel-15/16. The maximum carrier bandwidth still requires further discussion.
[bookmark: _Toc46307406][bookmark: _Toc47530184][bookmark: _Toc53775916]5	Conclusion
In this contribution, we first discuss the selection of maximum channel bandwidth from regulatory, practical coexistence and engineering points of view. We then examine if the impact of different sub-carrier spacings on a diverse range of system aspects: (1) phase noise handling with extensive link level evaluation results, (2) cyclic prefix lengths and applicable environments, (3) frequency and timing estimation tolerance issues, (4) coverage and applicable deployments, and (5) processing time issues. Finally, we discuss a few potential enhancements that are beneficial to NR operation in 52.6 to 71 GHz. The following observations can be drawn:
Observation 1	There is no regulatory or practical need to align the channel bandwidth (e.g., 2.16 GHz) with other technologies operating in the same 60 GHz band for coexistence purposes.
Observation 2	For operation in the 52.6 – 71 GHz band, basic tools in the Rel-16 specifications, e.g., FR2 initial access framework, BWP switching, CA/DC activation already support both standalone and non-standalone deployments that can ensure coverage. It is not needed to specify coverage enhancement approaches for larger SCS for initial access signals and channels or for control/data channels.
Observation 3	For selection of suitable SCS for the 52.6 – 71 GHz frequency range, it is important to perform link level evaluations with sufficiently large post-beamforming RMS delay spreads that are representative of a suitable range of deployment scenarios including the indoor factory scenario analyzed above (e.g., up to at least 40 ns using the agreed TDL-A model). It is important to consider the margin left over for other sources of time synchronization error such as initial timing error, timing advance setting, timing advance adjustment granularity, and timing differences expected in multi-TRP deployments.
Observation 4	A higher UL SCS puts tighter requirements on UE initial UL timing accuracy.
Observation 5	A higher UL SCS puts tighter requirements on the absolute UE UL timing advance adjustment accuracy.
Observation 6	The times provisioned for UE processing grow exponentially with the numerology. Large processing latencies restrict the achievable throughputs, defeating the purpose of enabling large bandwidths with large sub-carrier spacings.
Observation 7	Scheduling restrictions during RRM, RLM and beam management procedures are the responsibility of RAN4 and thus need not to be discussed further in RAN1.
Observation 8	If PRACH uses 120 kHz SCS, data transmission can still use higher subcarrier spacings through BWP switching.
Observation 9	PRB-based interlacing is not beneficial for SCS ≥ 120 kHz
Observation 10	Sub-PRB interlacing is not beneficial for SCS ≥ 960 kHz
Observation 11	Both PRB and sub-PRB interlacing is not beneficial for large frequency resource allocations
Observation 12	Because of larger processing latencies, the numbers of DL and UL HARQ processes may need to be increased. Otherwise, physical layer specification and implementation changes compared to Rel-15 may be needed to sustain high data throughput.
Observation 13	TDD switching time requirements for the 52.6 – 71 GHz band are the responsibility of RAN4 and thus do not need to be further discussed in RAN1.
Observation 14	For operation in the 52.6 – 71 GHz band, it is beneficial to support both single and multi-carrier operation to achieve wideband operation as is already supported in Rel-15/16. The maximum carrier bandwidth still requires further discussion.

Based on the extensive analysis and observations provide in this contribution, we propose
Proposal 1	Capture the following observation in TR 38.808. If NR adopts the same channelization design as IEEE 802.11ad/ay, large wastage of spectrum would occur in many regions.
Proposal 2	Capture the following observation in TR 38.808: It is beneficial to define NR channelization to allow full utilization of the various regional frequency allocations around the world. It is not necessary to align NR channelization with IEEE 802.11ad channelization from a coexistence point of view.
Proposal 3	Capture the following observation in the TR: Targeting 2.16 GHz channel bandwidth results in low FFT utilization compared to Rel-15/16, causing larger computation overhead, and thus larger power consumption.
Proposal 4	Consider channel bandwidths up to 1.6 GHz for NR operation in 52.6 to 71 GHz.
Proposal 5	Consider sub-carrier spacings up to 480 kHz for NR operation in 52.6 to 71 GHz.
Proposal 6	Capture the following text in TR 38.808: Increased SCS translates to a loss in coverage for initial access signals and channels (SS/PBCH block, PRACH), fixed payload channels (e.g., PDCCH/PUCCH), and variable payload channels (e.g., PDSCH/PUSCH) due to shorter OFDM symbol duration.
Proposal 7	In TR 38.808, change the system level evaluation assumption for Factory Scenario A from Dense Clutter & Low BS (InF-DL) to Dense Clutter & High BS (InF-DH) to be consistent with ceiling mounted gNBs.
Proposal 8	Capture the following observation in TR 38.808. Factory Scenario A (InF-DH) results in post-beamforming delay spreads that are a significant fraction of the CP duration for 960 kHz SCS.
Proposal 9	Capture the following in TR 38.808: Link evaluation based on phase model Ex 2, with characteristics not reflecting realistic devices or current state of the technology, can lead to pessimistic assessment of smaller sub-carrier spacings. It is important for 3GPP to adopt more suitable phase noise models in the discussion and system designs for NR operation in 52.7 – 71 GHz range.
Proposal 10	Capture the following observation in TR 38.808: Effective mitigation of ICI caused by phase noises for OFDM can be performed using the existing Rel-15 NR distributed PT-RS structure.
Proposal 11	Capture the following observation in TR 38.808: Systems with smaller sub-carrier spacing equipped with simple ICI compensation is on par or better than systems with larger sub-carrier spacing equipped with only CPE compensation.
Proposal 12	Capture the following observation in TR 38.808: 960 kHz SCS ECP MCS 22 performs worse than 480 kHz SCS NCP MCS 22 even for allowing lower data rates carried by ECP. On an equal data rate basis, 480 kHz SCS NCP MCS 22 is more than 6 dB better than 960 kHz SCS ECP MCS 25.
Proposal 13	Extended CP is not to be considered further for NR operation in 52.6 to 71 GHz.
Proposal 14	Capture the following observation in TR 38.808: Phase noise induced performance issues for the DFT-s-OFDM waveform in the 52.6 – 71 GHz frequency range can be addressed with the Rel-15 uplink PTRS structure and currently supported SCS values, e.g., 120 kHz.
Proposal 15	Capture the following observation in TR 38.808: By proper choice of SSB SCS, the initial cell search complexity can be kept at the same level as for FR1 and FR2.
Proposal 16	Capture the following observation in TR 38.808: From a frequency error perspective, an SSB SCS of 240 kHz is sufficient for the 52.6-71 GHz frequency range to maintain similar relative error values as for FR1 and FR2.
Proposal 17	Capture the following observation in TR 38.808: To avoid further tightening the UE requirement on UL timing error in relation to 1/SCSSSB compared to current specifications, the UL SCS should not be more than twice that of the SSB SCS. Using existing Rel-16 specifications for SSB, this can be achieved with 240 kHz SCS for SSB and 480 kHz for UL SCS.
Proposal 18	Capture the following observation in TR 38.808: For 960 kHz, maintaining UL timing within the CP becomes very challenging even without taking multi-TRP deployments into account. When taking multi-TRP deployments into account, it becomes practically infeasible.
Proposal 19	Capture the following observation in TR 38.808: A higher UL SCS puts tighter requirements on UE UL timing and thus it is essential that the SCS selection and UE UL timing requirements are discussed jointly.
Proposal 20	UE processing timelines for SCS > 120 kHz need to be further tightened vis-à-vis those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz.
Proposal 21	Capture the following observation in TR 38.808: For selection of suitable SCS for the 52.6 – 71 GHz frequency range, the expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors. To enable high performance NR operation in 52.6 to 71 GHz, UE processing timelines and capabilities for SCS > 120 kHz need to be further tightened. Such issues put pressure to define SCS(s) as low as possible preferably leveraging existing SCS(s) in the current spec, i.e., ≤480 kHz.
Proposal 22	Add the following aspects to the list of processing timelines for new SCS (if agreed) that are not currently supported,
	Processing capability for PUSCH scheduled by RAR UL grant
	Dynamic SFI and SPS/CG cancellation timing
	Timeline for HARQ-ACK information in response to a SPS PDSCH release/ dormancy.
	Minimum time gap for wake-up and SCell dormancy indication (DCI format 2_6)
	BWP switch delay
	Multi-beam operation timing (timeDurationForQCL, beamSwitchTiming, beam switch gap, etc.)
	Timeline for multiplexing multiple UCI types
Proposal 23	Capture the following observation in TR 38.808: It is observed that from a UE complexity point of view it is beneficial to define the same SS/PBCH patterns for licensed and unlicensed operation.
Proposal 24	For NR operations in the 52.6 – 71 GHz band, consider only 120 and 240 kHz SCS for SS/PBCH blocks, as already supported in Rel-15/16.
Proposal 25	Existing SS/PBCH time domain patterns D and E as specified in Rel-15/16 are proposed to be used also for operation in the 52.6 – 71 GHz band.
Proposal 26	Capture the following observation in TR 38.808: It is observed that with 120 and 240 kHz SCS for SS/PBCH block transmissions, the CP length is at least 293 ns which is sufficient for beam switching which typically requires < 100 ns.
[bookmark: _GoBack]Proposal 27	Capture the following observation in TR 38.808: SS/PBCH / CORESET0 multiplexing patterns 2 and 3 are restricted to very small RMSI payloads due to the small number (2) of available OFDM symbols for RMSI PDSCH.
Proposal 28	Capture the following observation in TR 38.808: For the maximum number of beams (64), it is observed that SS/PBCH / CORESET0 multiplexing pattern 1 can carry larger payload than multiplexing patterns 2 and 3 due to the fact that SS/PBCH and RMSI PDCCH/PDSCH are time division multiplexed.
Proposal 29	Capture the following observation in TR 38.808: Existing Rel-15/16 framework for initial access including SS/PBCH-CORESET0 multiplexing patterns, multiplexing of SS/PBCH and other signals/channels, and Type0-PDCCH CSS configurations have significant flexibility to cover a large number of deployment scenarios in the 52.6 – 71 GHz band.
Proposal 30	Capture the following observation in TR 38.808: The distribution of interference + noise in the 52.6 – 71 GHz band is typically well below the LBT threshold of -47 dBm, and thus deferral due to LBT failure is rare. Hence, it is not beneficial to introduce a transmission window for SS/PBCH + RMSI transmissions.
Proposal 31	Capture the following observation in TR 38.808: It is beneficial for SSB coverage to reuse the FR2 already supported subcarrier spacings of 120kHz and 240kHz.
Proposal 32	Only support existing FR2 SSB subcarrier spacings of 120 kHz and 240 kHz.
Proposal 33	Include the following Observation in TR 38.808. Maximum isotropic loss (MIL) and maximum coupling loss (MCL) degrade as the subcarrier spacing is increased, negatively impacting coverage. PRACH 120 kHz SCS is defined for FR2 already in Rel-15 and for the 52.6–71 GHz range yields 4–5 dB better coverage than 480 kHz SCS and 8–9 dB better coverage than 960 kHz SCS.
Proposal 34	Reuse existing FR2 PRACH subcarrier spacing of 120 kHz for 52.6–71 GHz.
Proposal 35	Include the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, it is beneficial to support all existing Rel-15/16 sequence lengths L = 139/571/1151 to allow for larger transmit powers in some scenarios depending on the assumed beamforming gain, regulatory regime, and UE power limits.
Proposal 36	Support PRACH with sequence lengths L = 139/571/1151 (as defined for FR2 in Rel-15/16) for 52.6–71 GHz.
Proposal 37	Reuse FR2 PRACH configuration tables for 52.6–71 GHz.
Proposal 38	Include the following observation in TR 38.808. It is not beneficial to optimize RACH configurations to enable LBT gaps between back-to-back PRACH occasions in the same slot for operation in the 52.6 – 71 GHz band.
Proposal 39	Capture the following observation in TR 38.808: Clustered PT-RS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution.
Proposal 40	Capture the following observation in TR 38.808: A clustered PT-RS structure does not offer any performance advantage over the existing Rel-15 NR distributed PT-RS structure.
Proposal 41	Retain the same Rel-15 distributed PT-RS structure for OFDM for NR operation in 52.6 to 71 GHz.
Proposal 42	Capture the following observation in TR 38.808. For 480 kHz SCS and below with large delay spread, the room for performance improvement with a change to the Rel-15 DMRS design is very limited.
Proposal 43	Capture the following observation in TR 38.808: Neither PRB or sub-PRB interlacing is beneficial for the expected large frequency resource allocations applicable for NR operation in 52.6 – 71 GHz spectrum. The support of UL interlace allocation is not considered for NR operation in 52.6 – 71 GHz.
Proposal 44	Capture the following observation in TR 38.808: it is beneficial to enhance PUCCH format 0 and 1 to span multiple RBs to allow larger transmit power.
Proposal 45	Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz it is beneficial to support scheduling multiple PDSCH using one DCI by extending the multi-PUSCH scheduling feature introduced in Rel-16 to the scheduling of multiple PDSCH using one DCI in Rel-17
Proposal 46	Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz, it is beneficial to support UE PDCCH processing capabilities per multi-slot monitoring period that scale with the size of the monitoring period when the UE is configured with a monitoring period larger than a slot.
Proposal 47	Capture the following observation in TR 38.808: For operation in 52.6 – 71 GHz, it is beneficial to reduce the FDRA fields size by supporting larger RBG sizes.
Proposal 48	RAN1 should investigate the different factors that contribute to the PDSCH processing time and consider possible latency reduction opportunities.
Proposal 49	Capture the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, consider enhancements to SR (PUCCH) resource configuration and spatial relation management to reduce UL data latency
Proposal 50	Capture the following observation in TR 38.808: For operation in the 52.6 – 71 GHz band, consider gNB initiated polling approach for UL traffic management to reduce UL data latency.
Proposal 51	Capture the following text in TR 38.808: For operation in the 52.6 – 71 GHz band, due to the large number of beams expected to be used, it is beneficial to enhance triggering of aperiodic CSI-RS and SRS resources to support flexible multi-slot triggering with a single DCI.
Proposal 52	Capture the following text in TR 38.808: For operation in the 52.6 – 71 GHz band, Rel-15/16 already supports functionality to configure gaps between CSI-RS and SRS resources for beam management. Furthermore, for SCS <= 480 kHz, the CP duration is sufficient for beam switching which typically requires < 100 ns.
Proposal 53	Do not further discuss Rank-2 transmission for DFT-s-OFDM in the 52.6 – 71 GHz SI/WI. This should be addressed under a MIMO SI/WI.
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