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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: OLE_LINK41][bookmark: OLE_LINK45]eXtended Reality (XR) and Cloud Gaming (CG) are quite often viewed as the important media applications enabled by 5G. Representative forms of XR are Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them. 5G NR and its evolution are expected to support applications demanding high throughput and low latency in line with the requirements of XR and CG. In RAN#86, a new study item on XR evaluations for NR [1] was approved. According to the SID [1], the following objectives are to be studied:
	The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 


In this contribution, we provide our views on XR applications, deployments, traffic model, KPIs and evaluation methodologies. 
Applications
[bookmark: OLE_LINK63][bookmark: OLE_LINK64]There are various application domains of XR such as entertainment, healthcare, shopping, education, etc. A number of 23 detailed XR use cases are collected and defined in TR 26.928 [2], which are categorized into 7 major categories of XR use cases and scenarios. This provides a good reference for further study. According to the SID [1], the following five applications are to be considered as starting points: 
· VR1: “Viewport dependent streaming”
· [bookmark: OLE_LINK71]VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
In VR1, the tracking and sensor data is predominantly processed in the XR device, but the current pose information is provided to the XR delivery engine for adaptive media request. That is to say, in VR1, the XR media can be generated and encoded in advance without the latest pose information. A typical service of VR1 is live or on-demand VR 360° streaming. 
While in VR2, the viewport is predominantly rendered in the XR server, but the device is able to do latest pose correction, for example via Asynchronous Time Warping (ATW). A typical example for VR2 is the online VR gaming. The main difference between VR1 and VR2 is that the tracking and sensor information is used for viewport rendering at the server side in VR2, but not in VR1. 
For CG applications, game scene processing and rendering is totally or partly performed in a XR server. The traffic typically consists of uplink and downlink game status/control information traffic between a client and a server and downlink streaming of rendered and encoded 2D or VR 360° video [3]. 
[bookmark: OLE_LINK40][bookmark: OLE_LINK46]As analyzed above, the downlink traffic of VR1, VR2 and CG can be heavy, especially for high-quality VR video. While in uplink, only tracking and sensor information need to be transmitted, which are lighter-weight. When delivering such VR1, VR2, and CG services via NR network, the heavy downlink traffic is a challenge. Thus, the downlink traffic should be studied and evaluated with higher priority.
[bookmark: _Ref53741681][bookmark: _Ref53563778]Observation 1: The downlink traffic of VR1/VR2/CG is much heavier than uplink traffic, and thus more challenging when delivering them via NR network.
[bookmark: _Ref53564227]Proposal 1: For VR1, VR2 and CG applications, downlink traffic is studied and evaluated with higher priority.
In AR (e.g. AR1 and AR2) applications, a user is provided with additional information or artificially generated items or content overlaid upon their current environment. The environment information together with the tracking and sensor information should be provided to the AR server for processing and rendering. The environment information can be in forms of static image, video stream, or even point cloud. Compared with VR1, VR2 and CG, the uplink traffic of AR1 and AR2 could be heavier.
Deployments 
[bookmark: OLE_LINK102][bookmark: OLE_LINK3][bookmark: OLE_LINK31][bookmark: OLE_LINK4]For NR deployment, both Dense Urban and Urban Macro scenarios with FR1 are typical scenarios and first choices for current commercial use. For typical XR and CG applications, some of the XR UEs may stay in houses, while some of the XR UEs may walk in streets or stay in cars. It is expected to support XR and CG services in both indoor and outdoor environments. The UE geographical distribution with both indoor and outdoor environments coincides with the assumptions for Dense Urban and Urban Macro scenarios in TR 38.913 [4], where 80% indoor UEs and 20% outdoor UEs are assumed. Therefore, at least Dense Urban and Urban Macro deployment scenarios with FR1 should be considered for performance evaluation.
[bookmark: _Ref52269130][bookmark: OLE_LINK93][bookmark: OLE_LINK94][bookmark: OLE_LINK67]Proposal 2: For XR and CG performance evaluation, at least Dense Urban and Urban Macro scenarios with FR1 are considered.
Traffic characteristics and requirements
As analyzed in Section 2, the downlink traffic of VR/CG is much heavier than uplink traffic, and thus more challenging when delivering them via NR network. So in this section, we focus on the downlink traffic characteristics and requirements for VR and CG based on the recent outcomes of SA4. These characteristics can be considered by RAN1 as starting points for performance evaluation. Exact traffic model may be further provided by SA4.
Bitrate
For video traffic, the bitrate is highly dependent on the characteristics of video. Taking VR video as an example, the bitrate depends on multiple aspects, e.g., spatial resolution, frame rate, color encoding, and compression ratio of the video codec.
According to the recent study in SA4 [5], the typical parameters and assumptions for VR video signal are as follows
· Spatial resolution:2k by 2k per eye (4K for two eyes)
· Frame rate: 60 frame per second (FPS) 
· Color encoding: YUV 4:2:0
· Video codec: H.265/HEVC
[bookmark: OLE_LINK57][bookmark: OLE_LINK58]With the above parameters and assuming the bit-depth of 8 bits (i.e., the average bits per pixel is 12 with YUV 4:2:0) and the compression ratio of H.265/HEVC being 100:1, the average bitrate of a 4K VR video would be about 60 Mbps. The detailed assumptions of the 4K VR video model are shown in Table 1.
[bookmark: _Ref53558999][bookmark: _Ref53558995]Table 1. Assumptions of a 4K VR video
	4K VR video model

	Resolution
	3840*2160
	Pixels

	Frame rate
	60
	FPS

	Color encoding
	YUV 4:2:0
	---

	Average bits per pixel
	12
	Bits

	Compression ratio 
	100:1
	---

	Average bitrate
	60
	Mbps


For CG, the downlink traffic typically consists of a rendered and encoded video and game status/control information. According to the analysis in Clause 5.5 and Annex A of TR 26.925 [3], bitrates of CG in the range of 5-35 Mbps are expected. For performance evaluation, bitrate of 35Mbps can be assumed for CG.
[bookmark: _Ref53563950]Observation 2: For 4K VR video at 60fps, the bitrate would be about 60 Mbps. For CG, the bitrate would be about 35Mbps.
Frame size distribution
[bookmark: OLE_LINK53]For video traffic, sizes of video frames are dependent on the media configuration parameters. The frame size may change after a scene change. The frame size for video traffic varies with time. In general, the truncated Gaussian distribution and Pareto distribution are two candidates of the typical distributions to model the frame size distribution of video traffic.
For the above two distributions, some analysis based on a typical 1080p video are performed. The CDF of the video frame size is illustrated in Figure 1. It can be observed that the frame size distribution of this video follows approximately the truncated Gaussian distribution. Note that the current analysis is based on a typical video, more evaluations may be needed on XR and CG specific videos. 
 [image: ]
[bookmark: _Ref52128317]Figure 1. CDF of the video frame size
[bookmark: OLE_LINK68][bookmark: OLE_LINK69]In addition, from the RAN perspective, for typical video traffic, a frame can be segmented into multiple IP packets for transmissions and each received IP packet is packaged into a PDCP packet in the PDCP layer. The PDCP packets are further multiplexed into transmission blocks (TBs) with or without segmentation, which are then delivered in physical layer over air interface.
Frame arrival interval
[bookmark: OLE_LINK35]Generally, for a typical video, the frames arrive periodically every 1/F seconds, where F is the frame rate in FPS of the video, e.g. F = 60 FPS. Considering the frame arrive jitter caused by other parts (e.g., cloud and internet network transmission), the frame arrival interval in RAN may not be exactly periodic, but quasi-periodic. However, to simplify the performance evaluation in RAN1, periodic with frame arrival interval 1/F seconds can be assumed as a starting point. 
[bookmark: _Ref52269133][bookmark: OLE_LINK43]Proposal 3: For VR and CG performance evaluation, periodic traffic with frame arrival interval 1/F seconds is considered as a starting point, where F is frame rate in FPS.
Delay requirement
[bookmark: OLE_LINK39]Generally, different applications and use cases have different delay requirements. According to TR 26.928 [2], four categories are considered with respect to roundtrip interaction delay:  
· Ultra-Low-Latency applications: roundtrip interaction delay threshold of at most 50ms latency.
· Low-Latency applications: roundtrip interaction delay threshold of at most 100ms latency.
· Moderate latency applications: roundtrip interaction delay threshold of at most 200ms latency.
· Non- critical latency applications: roundtrip interaction delay threshold higher than 200ms latency.
[bookmark: _Ref53563955][bookmark: _Ref53654542]Observation 3: Different XR and CG applications have different roundtrip interaction delay requirements.
[bookmark: _Ref53563959]For a given application, the roundtrip interaction delay requirement is a delay tolerance threshold. If the actual roundtrip interaction delay is within the threshold, the user experience is acceptable. However, the actual roundtrip interaction delay may have different impacts on the user experience. For example, in low-latency applications, a roundtrip interaction delay of 100ms may be acceptable (note that it’s not easy to find such a fixed requirement that can be treated as ‘acceptable’). While a roundtrip interaction delay of 50ms can provide a much better user experience. Usually, the smaller the roundtrip interaction delay, the better the user experience. 
[bookmark: _Ref53654547]Observation 4: For a given XR or CG application, different roundtrip interaction delays can result in different user experiences.
[bookmark: OLE_LINK81]As shown in Figure 2, the roundtrip interaction delay can be further divided into three parts: the time of cloud processing at the server side, downlink/uplink transmission delay via air interface, and the time of video frames decoding and display at the device side. The processing time at the cloud side and the device side depends on the capabilities of the cloud and the device, which may vary from cloud/device to cloud/device. Therefore, the delay budget left for NR transmission is uncertain. For example, if the roundtrip interaction delay requirement is 100ms and the total processing time at both the cloud side and the device side is 40ms, then the roundtrip delay left for NR transmission is 60ms. If the total processing time at the cloud side and the device side is 50ms, then the roundtrip delay left for NR transmission is 50ms.
[image: ]
[bookmark: _Ref52127921][bookmark: _Ref52127916]Figure 2. Delay requirement for XR and CG
[bookmark: _Ref52269349]Observation 5: For a given roundtrip interaction delay requirement for XR and CG applications, the delay budget left for NR transmission depends on the processing delay at the cloud and the device, which is uncertain.
[bookmark: OLE_LINK77][bookmark: OLE_LINK79]Key performance indicator (KPI)
Depending on the traffic requirements, different services may have different KPIs. For example, eMBB services usually focus on peak data rate, throughput, etc. URLLC services, such as factory automation, transport industry and electrical power distribution, have a clear requirement on reliability and latency [6]. For XR and CG services, the end-to-end user experience is essential to reflect XR and CG performance. However, existing KPIs, such as throughput, reliability, and latency, cannot directly reflect the user experience in XR and CG services. Therefore, existing KPIs in RAN1 may not be applicable to XR and CG services, and the user experience should be considered when determining the KPI for XR and CG services.
[bookmark: _Ref53568289]Observation 6: Existing KPIs in RAN1, such as throughput, reliability, and latency, cannot directly reflect the user experience in XR and CG services, and thus are not applicable to be KPIs.
[bookmark: OLE_LINK97]Generally, as shown in Figure 3, the user experience in XR and CG service are influenced by three parts: XR and CG source part, network transmission part, and XR and CG terminal part. For example, people may have different user experiences of video sources with different resolutions, such as 1080p or 4K. And given the same video source, different network transmission quality may cause different packet loss and delay, and finally impacts user experience. In addition, different devices may have different display qualities and will also impact user experience.
Theoretically, all these three parts need to be considered when evaluating the XR and CG performance. However, this might be too complicated in practice, and also not helpful to gain insight of each part. From the perspective of 3GPP RAN, it is proposed to focus on the network transmission part. Therefore, it is desired to identify a KPI that can reflect the impact of network transmission on user experience in XR and CG services. For convenience, such desired KPI is called XR Quality Index (XQI) in this contribution.
[image: ]
[bookmark: _Ref53567593]Figure 3. Three parts related to XR service quality
As discussed above, XQI should reflect the impact of network transmission. Specifically, XQI should be calculated with statistics and parameters available within the RAN, such as PER, PDB, etc., which thus can be controlled by RAN. The main benefits of using XQI as a KPI for XR and CG services are as follows: 
· First, network transmission impact on user experience can be evaluated through XQI. 
· Second, based on the relationship between XQI and RAN available statistics and parameters, we can identify the dominant factors that impact user experience, and thus gain more insight into optimizing network transmission. 
· Third, measureable performance of XR/CG in operators’ networks can be obtained and used for network planning and optimization.
[bookmark: _Ref53568327][bookmark: _Ref53741715]Proposal 4: RAN1 needs to identify a KPI that can reflect the user experience in XR and CG services
· The identified KPI can reflect the impact of network transmission on the user experience.
· The identified KPI can be calculated with RAN available statistics and parameters.
Evaluation methodologies
According to the SID [1], for XR and CG evaluation, several aspects of performance need to be considered, including capacity, power consumption, coverage, and mobility. In this contribution, we mainly focus on the evaluation methodologies for capacity and coverage.
Capacity
[bookmark: OLE_LINK80][bookmark: OLE_LINK83]Regarding the definition of capacity for XR/CG services, URLLC can be taken as a reference. As defined in TR 38.824 [6], URLLC capacity is calculated as the maximum offered cell load under which Y% of URLLC UEs in a cell operate with target link reliability R under L latency bound. Note that URLLC uses reliability and latency as KPIs to characterize traffic requirements. 
As discussed in Section 5, it is proposed that RAN1 needs to identify a KPI (called XQI in this contribution) that can reflect the user experience in XR and CG services. So it is straightforward to use XQI to characterize the traffic requirement of a XR/CG user. The traffic requirement of a XR/CG user is deemed satisfied if the XQI score >= given threshold (e.g., XQI score 70 or 80).
Then, we can define the user satisfaction as follows:

where  is number of UEs whose traffic requirement is deemed satisfied,  is the total number of UEs.
Similar to URLLC, the capacity of the network for XR/CG services can be defined as the maximum number of users per cell for which the system’s user satisfaction rate is equal to or larger than a given threshold (e.g., 90%). 
[bookmark: _Ref53741716][bookmark: _Ref53568331][bookmark: _Ref47732480][bookmark: _Toc52267630]Proposal 5: For XR/CG services, the capacity of a network is defined as the maximum number of users per cell for which the system’s user satisfaction rate is >= given threshold
· [bookmark: OLE_LINK5]
·  is the number of UEs whose traffic requirement is deemed satisfied
·  is the total number of UEs
· The traffic requirement of a XR/CG user is deemed satisfied if the value of the identified KPI (e.g., XQI) >= given threshold
Coverage
[bookmark: OLE_LINK106]XQI can also be used to evaluate the coverage performance of the network. For example, XQI values of all UEs in all cells can be collected and the Cumulative Distribution Function (CDF) curve of XQI can be plotted. An example curve is showed in Figure 4 (note that this is just an example curve, not from simulation result). Assume there are 5% cell edge users which have the worst performance, the based on the CDF, the XQI values of such cell edge users can be obtained so that we can know the user experience of such users.
[image: ]
[bookmark: _Ref52269041]Figure 4. CDF curve of XQI (example curve)
[bookmark: _Ref53568332][bookmark: _Ref52269142][bookmark: _Toc52267631]Proposal 6: The CDF of XQI is used to evaluate the coverage performance of the network.
Conclusions
In this contribution, XR related applications, deployments, traffic model, and evaluation methodologies are discussed with the following observations and proposals:
Observation 1: The downlink traffic of VR1/VR2/CG is much heavier than uplink traffic, and thus more challenging when delivering them via NR network.
Observation 2: For 4K VR video at 60fps, the bitrate would be about 60 Mbps. For CG, the bitrate would be about 35Mbps.
Observation 3: Different XR and CG applications have different roundtrip interaction delay requirements.
Observation 4: For a given XR or CG application, different roundtrip interaction delays can result in different user experiences.
Observation 5: For a given roundtrip interaction delay requirement for XR and CG applications, the delay budget left for NR transmission depends on the processing delay at the cloud and the device, which is uncertain.
Observation 6: Existing KPIs in RAN1, such as throughput, reliability, and latency, cannot directly reflect the user experience in XR and CG services, and thus are not applicable to be KPIs.

Proposal 1: For VR1, VR2 and CG applications, downlink traffic is studied and evaluated with higher priority.
Proposal 2: For XR and CG performance evaluation, at least Dense Urban and Urban Macro scenarios with FR1 are considered.
Proposal 3: For VR and CG performance evaluation, periodic traffic with frame arrival interval 1/F seconds is considered as a starting point, where F is frame rate in FPS.
Proposal 4: RAN1 needs to identify a KPI that can reflect the user experience in XR and CG services
· The identified KPI can reflect the impact of network transmission on the user experience.
· The identified KPI can be calculated with RAN available statistics and parameters.
Proposal 5: For XR/CG services, the capacity of a network is defined as the maximum number of users per cell for which the system’s user satisfaction rate is >= given threshold
· 
·  is the number of UEs whose traffic requirement is deemed satisfied
·  is the total number of UEs
· The traffic requirement of a XR/CG user is deemed satisfied if the value of the identified KPI (e.g., XQI) >= given threshold
[bookmark: _GoBack]Proposal 6: The CDF of XQI is used to evaluate the coverage performance of the network.
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