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1	Introduction
At RAN#89, a work plan [2] had been agreed to provide evaluations for 5G-ACIA [1]. After first round of discussion, a set of simulation assumptions and the following features had been agreed [3]:
For the Rel-15 baseline, the following is agreed:
· [bookmark: _Toc53480084][bookmark: _Toc53480339][bookmark: _Toc53581537][bookmark: _Toc53583589][bookmark: _Toc53581573]Rel-15 URLLC features included in the baseline are as follows, while it is up to each proponent to decide which Rel-15 features are used, and detail this when providing the results:
· [bookmark: _Toc53581574][bookmark: _Toc53583590]UE Processing capability 2
· [bookmark: _Toc53583591]UL Configured grant
· [bookmark: _Toc53583592]DL Semi-persistent scheduling

Regarding Rel-16 features, the following is agreed:
· [bookmark: _Toc53480085][bookmark: _Toc53480340][bookmark: _Toc53581538][bookmark: _Toc53581575][bookmark: _Toc53583593]It is up to each proponent to decide on which Rel-16 features to provide simulations results for in addition to the Rel-15 baseline
· This can be revisited after the first round of simulations have been provided in December. 

In this document we provide our simulation results derived according to agreed assumptions.
[bookmark: _Ref178064866]2	Scenario and results
2.1	Scenario description
In general, motion control use case description is given in [5] and simulation methodology is extensively described in 5G-ACIA LS [1], thus, we see no need to repeat it in this document. For brevity, we focus on the most important aspect of simulation methodology we used.
In the evaluation, no inter-cell coordination is assumed in the network configuration. Inter-cell interference is taken into account in the study. SU-MIMO is assumed, and MU-MIMO is not considered per agreement.  In terms of resource allocation type, DL uses type 0, and UL uses type 1.
Due to 1 ms latency target, we use the shortest transmission duration (2 os, as in Rel-15 PDSCH) and assume short processing times at gNB. Only one initial HARQ transmission is enabled. Before transmission of a packet, gNB checks the delay budget left and removes a packet from queue if packet delay budget is going to expire before it can be decoded by UE.
For scheduling in 4 GHz carrier frequency, UL CG and DL SPS are used. This helps to avoid PDCCH blocking and DCI errors. Since packet arrival is known by gNB, allocation in time and periodicity is optimized so that the alignment delay is minimized.  As packet arrival is periodic, network knows this periodicity and predict the time of next arrival. This prediction is used by the scheduler to allocate resources.
For scheduling in 30 GHz carrier frequency, UL CG and DL dynamic scheduling are used. For simplicity, one UE per mini-slot is scheduled both in UL and DL due to the selected implementation of analog beamforming for FR2. Theoretically it’s possible to schedule more than one UE on the same beam.  However, this requires the simulator to identify which group of UEs can be scheduled on the same beam among the UEs that have data transmission at the same time. 

Latency calculation assumptions are according to TR 37.910. Thus, the UE and gNB processing delay is Tproc,1/2 for the time interval between the PDSCH (or PUSCH) is received, and the data is decoded. The UE and gNB processing delay is Tproc,2/2 for the time interval between the data is arrived, and the packet is generated. N1 and N2 within Tproc,1 and Tproc,2 take values of UE Processing capability 2 associated with the relevant SCS (i.e., 30kHz or 120 kHz). Alignment delay is also accounted for latency calculations.
The full set of simulation parameters for 4GHz carrier frequency are summarized in Appendix A, and for 30GHz carrier frequency in Appendix B.

2.2		Simulation results for 4GHz
For 4GHz carrier frequency, DL SPS configuration is used for downlink data transmission, and UL CG configuration is used for uplink data transmission. For both DL and UL, parameters such as PRB location and MCS are selected for SPS & CG after a warming up time, and those parameters are provided in the activation DCI. Once activated, re-activation is not performed, i.e., no adaptation of DL SPS and UL CG to channel variation.
We provide CDF for downlink communication service availability (CSA) in Figure 1 and for uplink communication service availability in Figure 2 for the two scenarios 10 UEs/SA and 20 UEs/SA.  The percentage of UEs satisfying the CSA requirement is also summarized in Table 1.
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Figure 1. CDF of downlink communication service availability for all UEs in factory hall.

[image: ]
Figure 2. CDF of uplink communication service availability for all UEs in factory hall.

Table 1. Percentage of UE that satisfies the requirement of CSA>=99.9999% with packet delay <1ms. 4 GHz (FR1) scenario.
	Number of UE per service area (UE/SA)
	Uplink
	Downlink

	10
	100%
	90.71%

	20
	100%
	84.05%



Figure 1 shows that the downlink communication service availability for the case of 10 UE/SA is worse than 99.999% for around 10% of the UEs, while the rest UEs experience CSA higher than 99.9999%. For the 20 UE/SA case, CSA is worse than 99.999% for 16% UEs, while the rest experience CSA higher than 99.9999%. This aligns with the tabulated values for CSA we have provided in Table 1 (also in the enclosed excel sheet), where it is noted that higher than 99.999% CSA in downlink is achieved for 90.71% of UEs in 10 UE/SA scenario and 84.05% of UEs in the 20 UE/SA case.
It is observed that the results for DL is worse than UL for 4GHz simulation. This is likely due to the non-optimal link adaptation back-off for DL, where link adaptation with static SINR back-off is used. Also re-activation of SPS is not performed, i.e., downlink transmission is not adapt to channel variation once the SPS is activated.
[bookmark: _Toc65767723]For 4GHz scenario, higher than 99.9999% downlink CSA is achieved by 90.71% UEs for 10 UEs/SA case, and 84.05% for 20 UEs/SA case.

Figure 2 shows that higher than 99.9999% CSA is achieved for all UEs in uplink both in 10 UE/SA and 20 UE/SA cases, which is supported by the values given in the simulation assumption excel sheet.
[bookmark: _Toc65767724]For 4GHz scenario, uplink CSA is excellent, achieving 100% CSA for both, 10 UEs/SA and 20 UEs/SA cases.
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Figure 3. CDF of delay distribution of all UEs in factory hall. DL and UL samples are combined in the plot.

Figure 3 shows the CDF of packet delay for received packets, combined for uplink and downlink. Delay distribution in Figure 3 shows relatively evenly distributed delays below 1 ms for successfully received packets after an initial processing delay of around 0.4 ms. Slot based TDD scheduling causes some stepwise pattern in the delay distribution.
[bookmark: _Toc65767725]For 4GHz scenario, packet delay for successfully received packets is relatively evenly distributed between 0.3 ms and 1 ms.
CDFs of observed packet error rates can be seen from Figures 4 and 5 for downlink and uplink respectively. The statistics of packet error rate (PER) is the reported PER, which counts the actual error the transmitted packets experienced in the simulation. The target BLER set in link adaptation was 1e-5 to be very conservative. The PER statistics take into account of all packets that failed to satisfy the CSA requirement within 1ms. Specifically, PER statistics include the percentage of packets which were decoded incorrectly at the receiver. Additionally, packets dropped by the scheduler due to congestion and packets received later than the latency deadline are counted in PER statistics as lost packets. 
Similarly, the CSA statistics take into account of all packets, including those that are incorrectly decoded, those that exceed the latency requirement, as well as packets that are dropped by the scheduler (hence never transmitted).

[image: ]
Figure 4. CDF of downlink packet error rate

In the updated figures for PER, the packets that were not received (e.g. dropped packets, late packets) have been included as erroneous packets. The downlink figure shows lower than 10-5 PER for around 87% of UEs for 10 UE/SA case and 78% of UEs for 20 UE/SA case. The rest of the UEs having worse PER are quite evenly distributed in higher values of PER. When compared to our PER figures in previous contribution, the majority of packet errors seem to come from late packets and packets that were dropped.
[bookmark: _Toc65767726]For 4GHz scenario, 87% of UEs have packet error rate lower than 10-5 in downlink for 10 UE/SA case and 78% of UEs have PER lower than 10-5 for 20 UE/SA case, while the remaining experience inferior packet error rates.

[image: ]
Figure 5. CDF of uplink packet error rate
Figure 5 shows very good PER performance in uplink, since packet error rate is lower than 10-5 for more than 99.5% of UEs. 
[bookmark: _Toc65767727]For 4GHz scenario, uplink packet error ratio is excellent, showing close to zero packet error ratios for nearly all UEs.
In addition, coupling loss and geometry are provided for calibration purposes in Figures 6 and 7. They are slightly different from those in the last round due to HPBW setting, which is 65 degrees in the current version. 
[image: ]
Figure 6. Coupling loss for 4GHz factory hall

[image: ]
Figure 7. Geometry for 4GHz factory hall

2.3	Simulation results for 30GHz
For 30GHz carrier frequency, dynamically scheduled PDSCH is used for downlink data transmission, and UL CG configuration is used for uplink data transmission. For DL, the DCI dynamically adapts the transmission format, e.g., MCS, to channel variation. For UL CG, parameters such as MCS are provided in the activation DCI. Once activated, re-activation is not performed, i.e., no adaptation of UL CG to channel variation.
For 30GHz evaluations, we provide CDF for downlink communication service availability (CSA) in Figure 8 and for uplink communication service availability (CSA) in Figure 9 for the two scenarios 10 UEs/SA and 20 UEs/SA.  The percentage of UEs satisfying the CSA requirement is also summarized in Table 2.
[image: ]
[bookmark: _Ref64758407]Figure 8. CDF of downlink communication service availability for all UEs in factory hall.

[image: ]
[bookmark: _Ref64758421]Figure 9. CDF of uplink communication service availability for all UEs in factory hall.

Figure 8 shows that for the case of 10 UE/SA, 94.17% has downlink communication service availability higher or equal than 99.9999%. For the 20 UE/SA case, 83.7% has downlink communication service availability higher or equal than 99.9999%. This aligns with the tabulated values for CSA we have provided in Table 2 (also in the enclosed excel sheet).
[bookmark: _Toc65767728]For 30 GHz scenario, higher than 99.9999% downlink CSA is achieved by 94.17% UEs for 10 UEs/SA case, and 83.7% for 20 UEs/SA case.

Figure 9 shows that for the case of 10 UE/SA, 98.56% has uplink communication service availability higher or equal than 99.9999%. For the 20 UE/SA case, 90.48% has uplink communication service availability higher or equal than 99.9999%. This aligns with the tabulated values for CSA we have provided in Table 2 (also in the enclosed excel sheet).
[bookmark: _Toc65767729]For 30 GHz scenario, higher than 99.9999% uplink CSA is achieved by 98.56% UEs for 10 UEs/SA case, and 90.48% for 20 UEs/SA case.

Table 2. Percentage of UE that satisfies the requirement of CSA>=99.9999% with packet delay <1ms. 30 GHz (FR2) scenario.
	Number of UE per service area (UE/SA)
	Uplink
	Downlink

	10
	98.56%
	94.17%

	20
	90.48%
	83.17%




Figure 10 shows the CDF of packet delay for received packets, combined for uplink and downlink.
[image: ]
[bookmark: _Ref64761334]Figure 10. CDF of delay distribution of all UEs in factory hall (DL and UL).




CDFs of observed packet error rates can be seen from Figure 11 and Figure 12 for downlink and uplink respectively.
[image: ]
[bookmark: _Ref64759991]Figure 11. CDF of downlink packet error rate

In the updated figures for PER, the packets that were not received (e.g. dropped packets, late packets) have been included as erroneous packets. For the 30 GHz downlink, a clear step can be seen at PER of 10-4, where 80% and 70% of UEs have PER better than 10-4 for 10 UE/SA case and 20 UE/SA case respectively. The remaining UEs experience worse PER due to packet drops and late packets.
[bookmark: _Toc65767730]For 30 GHz scenario, 80% of UEs have packet error rate (PER) lower than 10-4 for 10 UE/SA case and 70% UEs have PER lower than 10-4 for 20 UE/SA case in downlink, while the remaining UEs experience inferior packet error rates.


[image: ]
[bookmark: _Ref64760667]Figure 12. CDF of uplink packet error rate
For the uplink it can be seen from the figure above that around 99% of UEs for 10UEs/SA case have packet error rate lower than 10-4, and around 91% of UEs for 20UEs/SA case have packet error rate lower than 10-4. This indicates that most of the UEs have good performance, while few experience inferior packet losses.
[bookmark: _Toc65767731]For 30GHz scenario, 99% UEs for 10UEs/SA case and 91% UEs for 20UEs/SA case have packet error lower than 10-4 in uplink, while the few remaining experience inferior packet error rates.


In addition, coupling loss and geometry are provided for calibration purposes in Figure 13 and Figure 14 respectively. 
[image: ]
[bookmark: _Ref64670112]Figure 13 Coupling loss for 30GHz factory hall
[image: ]
[bookmark: _Ref64670125]Figure 14 Geometry for 30GHz factory hall

3	Conclusions
In the previous sections we made the following observations: 
Observation 1	For 4GHz scenario, higher than 99.9999% downlink CSA is achieved by 90.71% UEs for 10 UEs/SA case, and 84.05% for 20 UEs/SA case.
Observation 2	For 4GHz scenario, uplink CSA is excellent, achieving 100% CSA for both, 10 UEs/SA and 20 UEs/SA cases.
Observation 3	For 4GHz scenario, packet delay for successfully received packets is relatively evenly distributed between 0.3 ms and 1 ms.
Observation 4	For 4GHz scenario, 87% of UEs have packet error rate lower than 10-5 in downlink for 10 UE/SA case and 78% of UEs have PER lower than 10-5 for 20 UE/SA case, while the remaining experience inferior packet error rates.
Observation 5	For 4GHz scenario, uplink packet error ratio is excellent, showing close to zero packet error ratios for nearly all UEs.
Observation 6	For 30 GHz scenario, higher than 99.9999% downlink CSA is achieved by 94.17% UEs for 10 UEs/SA case, and 83.7% for 20 UEs/SA case.
Observation 7	For 30 GHz scenario, higher than 99.9999% uplink CSA is achieved by 98.56% UEs for 10 UEs/SA case, and 90.48% for 20 UEs/SA case.
Observation 8	For 30 GHz scenario, 80% of UEs have packet error rate (PER) lower than 10-4 for 10 UE/SA case and 70% UEs have PER lower than 10-4 for 20 UE/SA case in downlink, while the remaining UEs experience inferior packet error rates.
Observation 9	For 30GHz scenario, 99% UEs for 10UEs/SA case and 91% UEs for 20UEs/SA case have packet error lower than 10-4 in uplink, while the few remaining experience inferior packet error rates.
[bookmark: _Toc64658990]
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Appendix A. Simulation assumptions for 4GHz

	Parameter name
	Parameter Value

	Factory hall size 
	120x50 m

	Room height 
	10 m

	Inter-BS/TRP distance 
	Depending on the number of TRPs, which are evenly deployed in the factory hall. Simulation company should provide the number of BSs/TRPs used in the simulation.

	BS/TRP antenna height 
	8m

	Layout – BS/TRP deployment
	12 TRPs within area with the same 2D placement as in TR 38.901 and TR 38.824.
[image: ]

	BS antenna mount
	Option 1 (1 sector per BS) from 38.824 is used

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	5 dB

	BS antenna configurations
	4 Tx/4 Rx antenna ports
(M, N, P, Mg, Ng; Mp, Np) = (1, 2, 2, 1, 1; 1, 2) for 4 Tx/4 Rx antenna ports;
dH = dV = 0.5 λ 

	BS Tx power
	24 dBm per 20 MHz => 31 dBm in total

	BS receiver
	MMSE-IRC

	UE Tx power
	23dBm

	UE antenna configuration
	1 Tx/2 Rx antenna ports 
Isotropic.
We observed that most of UEs currently deployed have 1TX/2RX.  

	UE antenna height
	1.5 m

	UE antenna gain
	0 dBi 

	UE speed
	Linear movement: 75 km/h
No explicit UE mobility (nor handovers) are modeled in the evaluations.

	UE receiver noise figure
	9 dB

	Channel model 
	InF-DH

	Carrier frequency and simulation bandwidth
	TDD, 4 GHz: 100 MHz

	SCS 
	30 kHz

	TDD DL-UL configuration 
	1 slot DL : 1 slot UL, no guard symbols

	Number of UEs per service area
	10 UEs per service area

	UE distribution 
	All UEs randomly distributed within the respective service area.

	Message size 
	48 bytes

	DL traffic model 
	DL traffic arrival with option-1

	UL traffic model 
	UL traffic is symmetric with DL, and DL-UL traffic arrival time relationship with option-1 

	CSA requirements 
	99.9999%

	E2E latency & air interface latency
	E2E latency: 1 ms; Air interface latency: 1ms

	UE power control
	Open-loop PC

	HARQ/repetition
	Single HARQ transmission (only initial tx is allowed)

	Channel estimation
	Ideal

	Allocation in time domain
	2 os 

	MIMO
	Up to Rank 2 in DL
Up to Rank 1 in UL

	Packets simulated
	300 k packets per UE.



Appendix B. Simulation assumptions for 30GHz

	Parameter name
	Parameter Value

	Factory hall size 
	120x50 m

	Room height 
	10 m

	Inter-BS/TRP distance 
	Depending on the number of TRPs, which are evenly deployed in the factory hall. Simulation company should provide the number of BSs/TRPs used in the simulation.

	BS/TRP antenna height 
	8m

	Layout – BS/TRP deployment
	12 TRPs within area with the same 2D placement as in TR 38.901 and TR 38.824.
[image: ]

	BS antenna mount
	Option 1 (1 sector per BS) from 38.824 is used

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	7 dB

	BS antenna configurations
	2 Tx/2 Rx antenna ports 
(M, N, P, Mg, Ng; Mp, Np) = (4, 4, 2, 1, 1; 1, 1) for 2 Tx/2 Rx antenna ports;
dH = dV = 0.5 λ 

	BS Tx power
	23 dBm per 80 MHz => 26 dBm in total

	BS receiver
	MMSE-IRC

	UE Tx power
	23dBm

	UE antenna configuration
	1 Tx/2 Rx antenna ports 
Isotropic 
We observed that most of UEs currently deployed have 1TX/2RX.

	UE antenna height
	1.5 m

	UE antenna gain
	5 dBi 

	UE speed
	Linear movement: 75 km/h
No explicit UE mobility (nor handovers) are modeled in the evaluations.

	UE receiver noise figure
	10 dB

	Channel model 
	InF-DH

	Carrier frequency and simulation bandwidth
	TDD, 30 GHz: 160 MHz

	SCS 
	120 kHz

	TDD DL-UL configuration 
	1 slot DL : 1 slot UL, no guard symbols

	Number of UEs per service area
	10 / 20 UEs per service area

	UE distribution 
	All UEs randomly distributed within the respective service area.

	Message size 
	48 bytes

	DL traffic model 
	DL traffic arrival with option-1

	UL traffic model 
	UL traffic is symmetric with DL, and DL-UL traffic arrival time relationship with option-1 

	CSA requirements 
	99.9999%

	E2E latency & air interface latency
	E2E latency: 1 ms; Air interface latency: 1ms

	UE power control
	Open-loop PC

	HARQ/repetition
	Single HARQ transmission (only initial tx is allowed)

	Channel estimation
	Ideal

	Allocation in time domain
	2 os 

	MIMO
	Up to Rank 2 in DL
Up to Rank 1 in UL

	Packets simulated
	300 k packets per UE.
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