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Introduction
The integrated access and backhaul work item has made significant progress and is on track to completion in RAN1, RAN2 and RAN3. It specifies a L2 relay to enable NR based multi-hop backhaul. Network coding has been proposed to enable reliability, latency and efficiency improvements in IAB[1][2]. This contribution discusses the following:
· An overview of the network coding principles and the benefits
· Target use cases for network coding
· Protocol options for enabling network coding in IAB networks
We also address some of the questions that have been raised about the applicability of network coding in the email discussion on Release 17 IAB.
Discussion
Network coding consists of adding redundancy at the upper layers and is a superior alternative to packet repetition schemes (such as ARQ and packet duplication). It is particularly beneficial in multi-hop/multi-route networks and overcomes limitations of schemes such as ARQ and HARQ which operate at the level of individual links.
Given a set of packet segments  represented as symbols of a Galois Field alphabet , a linear network-coded packet segment is constructed as , where the encoding vector ] consists of coefficients chosen from . Multiple such network coded packet segments are transmitted with encoding vectors that are linearly independent from one another. If a receiver receives  of the network coded packets , it can decode the original packet segments  using the coefficients and solving a set of linear equations (using for example, gaussian elimination).
Importantly, the paths taken by the packet segments do not matter. If  coded segments are received, the  original segments (and therefore the original packet) can be recovered. As a result, packet segments do not need to be committed to a single path. Coded segments can be transmitted via different paths. This enables robustness to localized link level problems (such as blockage) and congestion. It also enables robustness to changing link conditions caused by mobility.
Use cases for Network coding
The strategy used for improving reliability in 3GPP based systems has generally been to use packet repetition. This includes schemes such as ARQ at the link level and packet duplication at the PDCP layer. Network coding can be used to improve reliability and reduce latency in a spectrally efficient manner. Coding at the upper layers can significantly improve efficiency over packet duplication and ARQ.
For IAB in particular, network coding can offer clear advantages over RLC ARQ that is available at each link. ARQ is designed to ensure that the link is loss-less; thus, depending on link conditions, packets can be retransmitted multiple times (each time with HARQ processing and corresponding retransmissions). These retransmissions are spectrally inefficient and result in significant delays. Network coding can avoid the reliance on ARQ to ensure loss-less packet delivery. 
The following use cases for network coding in IAB can be considered.
Mobile IAB nodes (to support UEs in trains, buses, etc)
Mobility of IAB nodes results in rapidly changing link conditions. In millimetre wave bands, communication can switch between line-of-sight and non-line-of-sight signals. Furthermore, as IAB nodes move, links to parent nodes become weaker and frequent handovers are needed. Maintaining dual (or multiple) parents and transmitting network coded packets over the multiple paths can result in a significant improvement in performance.
Below we show results of a preliminary analysis of network coding for a scenario with a mobile IAB node. The scenario is shown in Figure 1 and consists of a mobile IAB node and two DUs. The IAB node is initially connected to DU1 and as it moves, the link to DU1 weakens. The IAB node establishes a second connection to DU2. In such a scenario, to ensure reliable communication, an operator would need to duplicate packets and transmit them via both DU1 and DU2. Instead network coded transmissions can enable a significant improvement. As shown in Figure 2, the network coded approach supports a data rate that is more than double that of the packet duplication approach, with no reduction of reliability.
	[image: ]
[bookmark: _Ref25686578]Figure 1: Mobile IAB node scenario
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[bookmark: _Ref25686957]Figure 2: Comparison of network coding and legacy scheme



Stationary IAB nodes (to support high reliability applications such as factory automation)
Even in a network where nodes are not mobile, congestion can occur due to variations in load. Also, temporary blockages of signals are possible. These result in losses on links which can trigger upper layer retransmissions, which further exacerbate the problem. Techniques such as flow control can reduce the data rate to manage buffers and minimize lost or dropped packets, but naturally the result is lower throughputs. Utilizing multiple paths with transmission of network coded packets can perform significantly better.
This was illustrated in [1] for a simple network with two paths, where we compared the performance of ARQ (as used in IAB) to network coding. Figure 3 and Figure 4 (from [1]) show a comparison of success probabilities of ARQ and network coding for packet delivery from an IAB donor to an IAB node when one IAB node is experiencing congestion. Please see [1] for details of simulation. 
	

Figure 3: Simulation scenario [1]
	[image: ]
[bookmark: _Ref26093014]Figure 4: Comparison of Network coding and ARQ in congestion scenario [1]




IAB Networks with tree topology (applicable to all scenarios where IAB can be used)
In an IAB network that has a tree topology, each IAB node has a single parent and there is a single path between an IAB donor and any given IAB node. In such a network, network coding can be used to improve the efficiency of RLC ARQ. For example, if ARQ is unable to recover a packet segment, the receiving end is unable to recover the PDCP PDU and the partially received PDU is discarded. This results in an end-to-end retransmission of the entire packet. Instead if network coded segments are transmitted, the retransmission of the entire packet can be avoided. While this is somewhat similar to end-to-end RLC ARQ, it operates better since any coded segment can be used to recover the packet rather than just the specific missing segment.
Figure 5 shows a multi-hop path where one link is weak. Figure 6 shows the effect of using network coding on such a path. For the baseline (ARQ) a maximum of 2 retransmissions are assumed. For the network coding with ARQ approach, a single ARQ retransmission is assumed, with network coding performed between the donor and IAB4. Figure 5 shows that network coding can overcome the error floor imposed by ARQ schemes (thus improving reliability) without any reduction of data rates.


[bookmark: _Ref26093252]Figure 5: Multi-hop path in a tree topology network
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[bookmark: _Ref26093266]Figure 6: Comparison of performance with and without network coding in multi-hop path

	Target Use cases for Network coding in IAB:
· IAB network with mobile IAB nodes (support of UEs in trains, buses, etc)
· IAB network with stationary IAB nodes (support of high reliability applications such as factory automation)
· Networks with tree topology (applicable to all IAB scenarios)



Protocol options for network coding in IAB
We consider the protocol layers where a network coding function can be placed in an IAB network. The reason for considering network coding, as mentioned above, is to improve performance in the RAN. Therefore, options such as performing network coding at the TCP/IP layers (which carry end-to-end traffic) are not considered. We see 3 main options to be considered.
Network coding at/just below the PDCP layer 
[image: ]
[bookmark: _Ref25687164]Figure 7: Network coding at/just below PDCP layer
Network coding functionality can be placed below the PDCP layer in the CU-UP and the UE as shown in Figure 7. That is, PDCP PDUs are segmented and network coded segments are generated from the PDCP segments. While this is a simple option, it has two drawbacks:
· It requires the UE to implement network coding.
· It does not allow network coding to be performed at intermediate nodes (because intermediate nodes do not process protocol layers above the BAP).
Network coding at/just above the BAP layer
[image: ]
[bookmark: _Ref25687182]Figure 8: Network coding at/just above the BAP layer
Network coding functionality can be placed above the BAP layer (at IAB nodes and donor DUs), as shown in Figure 8. That is, network coded segments are treated as BAP SDUs and routed according to BAP procedures. This limits network coding to the backhaul links (and does not require network coding functions at UEs). It also allows network coding functionality to be placed at intermediate nodes. 
One of the issues raised in [3] was the ability to support network coding with routes to different DUs (connected to a single CU). We note here that network coding over routes to multiple DUs can be supported. It would require coordination of network coding parameters between the CU and the DUs and ensuring that the same packets are delivered to the DUs.
Network coding between the PDCP and backhaul IP layers



[bookmark: _Ref25687244]Figure 9: Network coding between IP and IPsec layers
Network coding functionality can also be placed in the backhaul end-to-end protocol layers, for example as shown in Figure 9. In this example, coded segments are submitted to the IP layer which are then carried over the backhaul as IP packets. This option does not require network coding functionality at the UE. However:
· It does not allow network coding at the intermediate nodes.
· Requires inclusion of network coding functionality in the CU-UP protocol stack.
	Protocol Options to consider for network coding in IAB:
· Network coding function at or just below the PDCP layer
· Network coding function at or just above the BAP layer
· Network coding function between the PDCP and backhaul IP layers.



Other considerations
Below we address some of the questions raised in [3].
Does network coding increase latency?
Assuming the network coding functionality is placed at the PDCP layer or below, there is no increase in latency seen at the PDCP layer. This includes all the protocol options described above. Given that all the segmentation and network coding is done below the PDCP layer, the receiver only needs to wait until enough segments of the same packet are received. Thus, no additional delay is seen at the PDCP layer.
In fact, due to better network-wide efficiency in packet delivery, a reduction in latency is expected as shown in [1].
	If network coding operation is below the PDCP layer, it does not increase latency as observed at the PDCP layer.



Should network coding at intermediate IAB nodes be possible?
Network coding at intermediate IAB nodes is beneficial to adapt the code rate (i.e., amount of redundancy) to the conditions on specific links. For example, if link is temporarily experiencing lower than expected SINR, additional redundancy (network coded segments) can be generated and transmitted on just that link rather than transmitting additional redundancy end-to-end. We think this should be studied.
	Network coding at intermediate IAB nodes enables adaptations based on conditions of specific links.



What type of network coding can be used for IAB?
Literature on network coding has mainly focused on random linear network coding (RLNC). The encoder randomly chooses coefficients for encoding the segments from a large finite field. The chosen coefficients are included in the header of the encoded segment and used for decoding. 
An alternative to RLNC is to configure a matrix of coefficients (or to define a method to generate such a matrix). The encoder uses one vector from the matrix to generate one encoded segment. This avoids having to include coefficients in the header of the encoded segment.
Other encoding options include rate-less codes (e.g., fountain codes) and discrete rate codes with limited end-to-end feedback.
	The network coding schemes that can be considered are:
· Random linear network coding, where encoding coefficients are chosen randomly; and
· Encoding based on preconfigured coefficient vectors; and.
· Rate-less codes and discrete rate codes with limited end-to-end feedback.



Topics for study
Based on the above discussion we think the following items should be included in a study of network coding for IAB:
	Topics to study:
· [bookmark: _Hlk25755667]Expected benefits (latency, throughput, reliability) in comparison to legacy approaches
· Protocol architecture options for support of network coding in IAB
· Type of network coding
· Interaction with routing and ARQ functions
· Coding at source node only or also at intermediate nodes



Summary
We have discussed various issues related to use of network coding in IAB. 
1. We have examined scenarios where network coding can be applied and have observed that network coding can be beneficial for: 
a. mobile IAB scenarios supporting UEs in trains, buses etc;
b. stationary IAB scenarios to overcome temporary blockage and congestion issues in multi-route networks (without resorting to throttling of data rate on the routes); and
c. IAB networks with tree topologies, to improve efficiency over ARQ (without reduction of reliability).
2. We have considered protocol options for network coding in IAB:
a. At/below PDCP
b. At/above BAP
c. Between PDCP and backhaul IP layers
Based on the above discussion we propose to study the application of network coding to IAB within the Release 17 IAB work. The topics for study include:
· Expected benefits (latency, throughput, reliability) in comparison to legacy approaches
· Protocol architecture options for support of network coding in IAB
· Type of network coding
· Interaction with routing and ARQ functions
· Coding at source node only or also at intermediate nodes
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