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1	Introduction
This is the summary of the RAN#86 email discussion on AI-based network.
2		Discussion
Application of artificial intelligence (AI) algorithms including machine learning (ML) algorithms in communication networks has drawn a lot of interest in recent research. Considering that 5G network will become more stable after the completion of Rel-16, it is beneficial to have some initial discussion on AI application in 5G network in Rel-17. In RAN#84, some companies have shown the interest in studying standardization related to AI applications in Rel-17 [1][2][3][4][5][6][7][8]. SID[9] has been proposed to study AI and its application. 
2.1 Impact on Network Architecture
To study AI application and its standardization impact, it is better to understand the common assumptions and possible impact on network architecture considering factors such as deployment of AI processing unit, standardization of data collection and reporting, coordination between NG-RAN node and UE on AI training and execution etc. This can be discussed in general for all AI possible applications or discussed in case by case,e.g. intelligent RAN energy saving, mobility enhancement, power control, beam management, etc. 
Companies are invited to express their views on the following two options:
Option1) Study on the general architecture of AI-based network, e.g., centralized, distributed or hybrid AI-based network architecture for all the cases.
Option2) Impact on network architecture is studied case by case.
	Company
	How to study the AI-based network architecture?

	ZTE
	Option2) is preferred. Taking our successful experience in SON from Rel-8 into account, discussion on the reasonable and possible system architecture case by case is much easier to be achieved and it allows the flexibility of AI application on different use cases. 

	China Unicom
	Option2) is preferred. The impact on network architecture should be studied case by case as the AI applications maybe implement for different scenarios.

	CTC
	Option2) is preferred. AI can be applied to many areas, we need to identify which use cases in 5G could be served by AI suitably and based on these use cases study the related impacts on 5G network architecture or the network interfaces brought by AI application. In general, the common architecture is always welcome, but it is unclear whether the common architecture can be realized right now.

	Orange
	Option 2) Different use cases could provide different requirements leading to specific architectures

	BT
	Option 2 is preferred as even for a single use case different approaches / architectures may be possible.

	Deutsche Telekom
	Option 2 as there is nothing like a “general AI network architecture”

	Nokia 
	3GPP is going to have RAN data collection in SON/MDT enhancement SI in Rel17. This is a pre-requisite for ML/AI, i.e. RAN massive data collection can be used for ML/AI. There are plenty of use cases in the SON/MDT enhancement SI, which would not be possible to address all in Rel.17. It is premature to discuss this in Rel17 before looking at such use cases.

	Fujitsu
	Option 2, better to discuss on a case by case basis

	Samsung
	If we study AI-based network, option 2 is the choice. It is not possible to deploy a general AI network architecture for all use cases.



2.2 Identify AI Use cases
Before introduction of standardization support for AI, it would be desirable to get some common understandings in the industry on the potential use cases and scenarios. In this subsection the companies are invited to list the most interested AI use cases and operation scenarios. It is recommended that each interested company gives feedback on a small number of scenarios with high priority, which helps to converge to some important use cases as the starting point to study the AI-based solutions.

	Company
	Input on use cases, scenarios and key requirements

	ZTE
	According to current network energy saving mechanism ( based on cell switch off/on), the cell providing capacity booster can decide to switch-off autonomously e.g. by own cell traffic load status. However, the identification of the set of cells to be switched off is not a trivial task. The inappropriate switch off of cells will seriously deteriorate network performance since the cells, which remain active, need to serve some extra traffic. The conventional energy saving methods ,which are not smart enough,  may incur some problems, for example, as below :
· Imprecise cell traffic evaluation, most rely on current traffic load without considering the predicted future traffic load, which may cause Ping pong cell switch on/off. The traffic load of the network changes in real time, and such traffic loads of some cells may have periodic characteristics. The decision to make cell switching off based on current traffic load information is not sufficient. The user may offload to a new target cell due to serving cell switching off for energy saving, but the subsequent traffic volume of the target cell increases rapidly, causing the target cell not to fulfill the QOS requirement of the user service.
· Imprecise evaluation or no evaluation of energy saving impacts on KPI. The System Performance KPIs are usually at the expense of energy efficiency, and vice versa. There is a need to balance and manage the trade-off between the two. The inappropriate switch off of the cells can seriously deteriorate network performance.
· Imprecise parameter configuration e.g the different threshold of cell load which trigger switch on/off action. The parameter maybe different for different cell deployment, e.g. office building, residential area, school, subway.
Therefore, from our point of view, AI-based energy saving can be regarded as one high priority use case to be studied in R17. 

	China Unicom
	Energy saving is one important use case for AI-based solution. The precise prediction for cell traffic load could be applied for network side energy saving management for single RAT and multi-RATs scenarios. The KPIs should be considered to impact on user’s service experience and network performance when energy saving solutions is implemented. Meanwhile, the optimization of compensation cell parameters should also be considered.

	CTC
	We think both energy saving and network optimization are the important use cases for operators and both could use AI to improve their performance, specially for energy saving since the energy consumption of 5G base station is a huge burden for operators.

	Orange
	Energy saving is an important use case which may involve different layers of the network, with mechanisms operating at different time scales. Both Machine Learning and prediction techniques can be involved in this use case.
Another use case of interest is traffic steering. It can involve one Radio Access Technology (RAT) using different frequency bands, and / or several RATs. 
In this case as well, predicition techniques and Machine Learning can be used.

	BT
	Energy saving is an idea that has been around for many years that can be greatly enhanced with Machine Learning; using predictive techniques to learn network behaviours over time.
Network Optimisation (e.g., QoE Optimisation) with Reinforcement Learning is another key area to study, offering the potential to learn from actual network performance in real-time.

	Deutsche Telekom
	There will be many, many use cases, but the goal should be to identify and qualify those which REALLY need AI/ML … 3GPP should be selective and “not shoot on everything with AI/ML” as others do !

Energy, mobility, load, QoS are among the relevant ones we should address in 3GPP

	Nokia
	We should consider the ML/AI use cases, e.g. energy saving. Data collection is pre- requisite and expected to start in SON/MDT enhancement SI in Re17.

	Fujitsu
	Agree that energy saving considering Data collection is an important use case that can be addressed in the context of defining AI/ML use cases.

	Samsung
	We need to start with a suitable use case which having standard impact. As the example of AI applied to energy saving, if AI is just used to predict the cell load, the energy saving mechanism seems not impacted by using AI or not. 



2.3 Possible Standardized Solutions
With respect to different AI application user cases, and possibly additionally proposed AI enhancements, companies are invited to describe their initial thought on the corresponding solutions. 
	Company
	AI application case and solution

	ZTE
	For AI-based energy saving, the following enhancements can be considered:
1) Load prediction: Real-time changes always occur on the load of the entire network. Changes may occur at the next time point. The decision on energy saving based on current load information is not sufficient. The user may be offloaded to the new target cell, but the subsequent load of the target cell will increases rapidly, causing the target cell to fail to meet the user service quality.Here, some AI algorithm, e.g., time series data mining can be used for load prediction purpose. On the other hand, the predict load information needs to be exchanged with neighbouring cells.
2) Smart cell grid method: It aims to divide the serving cell with multiple grids according to e.g., the signalling measurement difference based on UE's intra-frequency measurement results (e.g., RSRP). AI algorithms can be used to construct the smart cell grids, e.g., clustering algorithm. For different use cases, the input information to construct the Grid can be different. The NG-RAN node can use these models to directly predict the RSRP values of cells on neighboring frequencies for each UE. After the Grids have been established, all the UE measurements reports will be used to setup the Footprint info of those Grids, e.g., the UE list under this Grid, the inter-frequency neighbour cell list for each carrier (which can be ordered by RSRP), neighbouring beam list. While other possible useful footprint information are not excluded, which depends on the specific problem to be solved . The Smart cell grid method can be used for other use cases besides energy saving, e.g., MLB, mobility, carrier aggregation.
For Energy Saving use case, when the RAN node needs to be switch-off according to load prediction, the RAN node can select the UEs under this serving cell distributed among different Grids, then check the corresponding selected UE via UE ID, and look up the the Footprint info of the Grid which UE belongs to. There is no need to trigger the inter-frequency measurement towards UE. The RAN node can decide the proper lower load neighbour cell to offload this UE according to the load information of the neighbouring cells/cell grids. How to make the Grid related info to be acknowledged by the neighbouring RAN nodes and how to finalize the smart cell grid method in our specs needs to be studied in R17.
The performance of AI-based energy saving can be seen in Annex.

	China Unicom
	The load information for AI-based energy saving solution should be defined first, and some of these information need to exchange between network nodes. For example, eNB should inform gNB the status of switch on/off, traffic load information, some other parameters related with mobility and load manangement, etc.

	CTC
	For energy saving and network optimization, the new features and parameters which should be included in the current network architecture by applying AI technic need be further studied.

	Orange
	Energy saving involving Cell or Tx ON/OFF switching can be based on traffic and load prediction. Different time scales may apply, Cell or Tx ON/OFF switching may be operated in the order of minutes and above, while symbol level power saving is in the TTI time scale.
Energy Efficiency (EE) can be enhanced by RRM mechanisms such as dynamic power allocation, using Machine Learning thechniques

	BT
	Need to consider how eNBs will share ML learnings, e.g. localised predicted traffic patterns. Also the same data (learned traffic patterns) can be used as an input for different use cases (e.g. Energy Saving and Network Optimisation). Must include consideration of ML lifecycle – i.e. training, deployment, management, retraining, decommission.

	Deutsche Telekom
	As indicated in our Rel-17 Position contribution to June 2019 RAN#84 [5]:
3GPP needs to define the framework for AI/ML in a open and standardsied way to provide input the AI/ML, but does not define AI/ML algorithms as such.

	Nokia
	We should firstly focus on RAN massive data collection, i.e. SON/MDT enhancements in Rel17. It is premature to discuss solution without knowing the impact on the architecture.

	Fujitsu
	We should focus on Energy Saving use case and the network signalling required to support the use of AI/ML algorithms.

	Samsung
	Need further clarification about what more information is needed to apply AI to the energy saving. Should not duplicate the work with RAN-centric data collection and utilization enhancement.



2.4 Other comments
Companies can provide additional comments here, if not covered by other subsections.
	Company
	Other comments

	Deutsche Telekom
	It is utmost important for 3GPP to define its clear role in the evolutions of networks and standards to an AI/ML enabled system. 3GPP should define a clear position and roadmap, what will be done in 3GPP and what can be expected from it in terms of architectures, interfaces and openness !

Other for a, like O-RAN, GSMA and ITU also started working on the topic and to keep 3GPP relevance as the only true global cellular SDO, it is necessary to have such a discussion at RAN#86 for the initiation of Rel-17 !

	
	



Note: There are some ongoing AI related discussion on O-RAN WG3 and ITU-T, companies are encouraged to exchange views internally, in this email discussion we only focus on the potential use cases and impact under the scope of 3GPP. 
3 	Annex
3.1 AI-based Energy Saving
Compared with conventional Energy Saving solution, the AI-based Energy Saving solution mentioned above can reduce energy consumption obviously as shown in below (data collected from commercial network), while the performance KPIs of the cell are still kept. The trade-off between System Performance and Energy Efficiency is achieved.


3	Summary
Below is the summary of the discussion. 
1) How to study the Impact on Network Architecture?
· Opt1: General on the general architecture of AI-based network
· Opt2: Case by case
Opt1: None
Opt2: 9
Premature to discuss: 1
Moderator’s proposal: If the AI application impact on network architecture needs to be discussed in R17, it should be studied case by case.

2) Identify the possible AI Use cases
- Energy saving: 8
- Other use cases proposed: traffic steering, Network Optimisation (e.g., QoE Optimisation), mobility, load, QoS
- Not sure: 1
Moderator’s proposal: AI-based energy saving can be regarded as one important use case to be studied in R17.

3) Possible Standardized Solutions
The following possible solutions are proposed: traffic and Load prediction (including learned traffic patterns), Smart cell grid method, dynamic power allocation.
According to the feedback collected from companies, it seems the common understanding is that 3GPP needs to define the framework for AI/ML in a open and standardized way to enable AI/ML (e.g., focus on the dataset for ML/AI training, the network signalling required to support the use of AI/ML algorithms), but does not define AI/ML algorithms as such.
Moderator’s proposal: 3GPP needs to define the framework for AI/ML in a open and standardized way to enable AI/ML.Current data collection mechanism in RAN should be the baseline and starting point.

4) How to manage AI related study in R17?
The feedback are scattered in multiple R17 email discussions as below: 
- [AI-based network] Rel-17 email discussion on AI application for 5G network
- [NR NES] Email discussion on Rel-17 NR network energy saving
- [RAN_data_collection_enhancement] Rel-17 email discussion on RAN-centric data collection and utilization enhancement
There are two options raised:
Opt1: Handled in the proposed Rel-17 RAN-centric data collection and utilization enhancement SI 
Opt2: Captured as a separate SI in R17
The following number of support companies collected from above three email discussions:
Opt1: 8
Opt2: 3
Moderator’s proposal: 3GPP agrees to start the AI-related study in R17 and captures this as one study topic in Rel-17 RAN-centric data collection and utilization enhancement SI.
4	Conclusion
The following proposals are proposed in RAN#86:
Porposal1: If the AI application impact on network architecture needs to be discussed in R17, it should be studied case by case.
Proposal2: AI-based energy saving can be regarded as one important use case to be studied in R17.
Proposal3: 3GPP needs to define the framework for AI/ML in a open and standardized way to enable AI/ML.Current data collection mechanism in RAN should be the baseline and starting point.

Proposal4: 3GPP agrees to start the AI-related study in R17 and captures this as one study topic in Rel-17 RAN-centric data collection and utilization enhancement SI.
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Energy Saving Improvment  (kW·h)
Conventional Energy Saving per cell per day	
Channel	Channel+Symbol	Carrier	Carrier+Symbol	0.13	0.37	0.1	0.45	AI Energy Saving per cell per day	
Channel	Channel+Symbol	Carrier	Carrier+Symbol	0.4	0.8	0.32	1.24	



