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1. Introduction
The TSG RAN#71 meeting on next generation access outlined some tasks related to deployment scenarios and KPI values in the requirements TR (RP-160689) to be discussed over email until TSG RAN#72 (This email discussion is referred to as “[RAN#71-03] Open issues on scenarios & KPIs” by the RAN Chairman). The goal of this email discussion is to “Resolve square brackets for deployment scenarios & KPIs sections in the TR”. 
To facilitate this email discussion, the open issues to be resolved are split to the following parts which are numbered from 1 to 10. 
・<Part 1 (Deployment scenarios: 6.0 & 6.1 Intro)>

・<Part 2  (Deployment scenarios: 6.1.5 High speed)>

・<Part 3 (Deployment scenarios: 6.1.6, 6.1.7 Extreme long range)>

・<Part 4 (Deployment scenarios: 6.1.8 Coverage for massive connection)>

・<Part 5 (Deployment scenarios: 6.1.9, 6.1.10 V2X)>

・<Part 6 (KPI values: 7.9 Reliability)>

・<Part 7 (KPI values: 7.10, 7.10.1 Coverage)>

・<Part 8 (KPI values: 7.11 UE battery life)>

・<Part 9 (KPI values: 7.13, 7.16 Spectrum efficiency)>

・<Part 10 (KPI values: 9.2 Positioning)>
The email discussion is conducted in two phases:
・1st Phase: March 28th –May 2nd (EOD, CET) to solicit and collect initial company inputs on open issues related to scenarios and KPIs (highlighted in yellow in attached TR)
In the 1st Phase, 10 tables were used to collect/capture the comments and proposals from different companies. Each table corresponded to one single part listed above. Companies were invited to provide their views on each discussion part using the corresponding table highlighted in green. Each of these tables was completed by companies by indicating their company name, whether they have comments on the current text in the TR and provide proposals for modifications or updates if any. 
・2nd Phase: May 10th– May 30th (EOD, CET) to consolidate the contents of the TR on open issues related to scenarios and KPIs
In the 2nd Phase, based on the 1st Phase companies output, a way forward was proposed by the convenor of the email discussion and discussed for further refinements. 
The following summarizes the text proposal, along with the company inputs and the proposed way forward corresponding to <Part 3 (Deployment scenarios: 6.1.6, 6.1.7 Extreme long range)>
2. Text Proposal 
------------------------------------------------------- BEGIN TEXT PROPOSAL ------------------------------------------------------
6.1.6       Extreme long distance coverage in low density areas
The extreme Long Range deployment scenario is defined to allow for the Provision of services for very large areas with low density of users whether they are humans and machines (e.g. Low ARPU regions, wilderness, areas where only highways are located, etc). The key characteristics of this scenario are Macro cells with very large area coverage supporting basic data speeds and voice services, with low to moderate user throughput and low user density.
Table 6.1.6-1: Attributes for extreme long range

	Attributes
	Values or assumptions

	Carrier Frequency
	Below 3GHz
With a priority on bands below 1GHz
Around 700MHz

	System Bandwidth
	40MHz (DL+UL)

	Layout
	Single layer:
Isolated Macro cells

	Cell range
	100 km range (Isolated cell) to be evaluated through system level simulations.
 

Feasibility of Higher Range shall be evaluated through Link level evaluation (for example in some scenarios ranges up to 150-300km may be required).

	User density and UE speed
	User density: NOTE1
UE speed: Up to 160 km/h

	Traffic model
	Average data throughput at busy hours/user: 30kbps
User experienced data rate: up to 2Mbps DL while stationary and 384kbps DL while moving. NOTE2


 
NOTE1: Evaluate how many users can be served per cell site when the range edge users are serviced with the target user experience data rate.
NOTE2: Target values for UL are lower than DL, 1/3 of DL is desirable.
------------------------------------------------------- END TEXT PROPOSAL ---------------------------------------------------------
3. Company Inputs and Proposed Way Forward
 eq \o\ac(□,3)<Part 3 (Deployment scenarios: 6.1.6, 6.1.7 Extreme long range)>
	Company
	Comments/Proposals

	Telstra
	Cell range has been updated to reflect the comments on RAN reflector.

Attributes

Values or assumptions

Carrier Frequency

Below 3GHz
System Bandwidth

40 MHz (DL+UL)

Layout

Single layer:

Isolated Macro cells

ad hoc / isolated

Cell Range

150km for bands above 1GHz

200km for between 700 MHz and 1GHz

300km or more for bands below 700MHz

User density and UE speed

1-2 users/km²

Speed up to 160km/h
Traffic model

Average data throughput at busy hours/user: 150kbps

Traffic density: 50-100kbps/km2
User Experienced Data Rate: up to [2]Mbps while stationary and [384kbps] while moving


	Ericsson
	With the current figures, assuming a three sector site, we have a site area of pi*1002 = 31 000km2, and get a traffic per site of 31 000 x [380-500]kbps = [12-16]Gbps, or [4-5.2] Gbps per cell. To support this in 20MHz of spectrum (assuming 50% DL) we need spectral efficiency of [4-5.2]Gbps/20MHz = [200 - 260] bps/Hz/cell. This about 200x higher than what LTE supports for file transfer traffic. It is probably not reachable. 

Given that the methodology is that this range is a starting point, and it is reduced until the target is reached, 100km can still be used as a starting point. In the end the range would probably need to be reduced about a factor sqrt(200) = 14 to about 7km. This would then in principle be an OK result, but maybe not representative of targeted rural deployments.

Alternatively, we can try and set somewhat lower expectations on traffic density. For example, with a traffic density of 2kbps/km2, the traffic per site is 31 000km2 x 2kbps = 62Mbps, which would be supported by a spectral efficiency of ~1bps/Hz/cell.   

Assuming that 10% of the daily traffic occurs during the busy hour, a user consuming 1GB/month generates 8e9/30 * 0.1 / 3600 = 7.4kbps during busy hour. The 62 Mbps site would the support 8 400 such users. 

	Nokia
	We need to pick whether we start with the traffic density and see what cell radius can still deliver that, or start with a cell radius and see what traffic density we can reach with that, while ensuring that also the users at the edge of the range are served.

The table in 6.1.6 suggest starting with the range and the required service level, and the output would be the number of users that can be serviced. This is feasible.

The table 6.1.7 suggests the same, but with different cell range targets

We suggest collapsing the two into a single paragraph, agree on a single cell radius target, and simulate that environment with the requirement that the range edge users are serviced with a target data rate, and then observe how many users such a cell site can serve.

	KT
	Extreme rural for the provision of minimal services over long distances:
16 users/km2 (align with NGMN White paper Ultra-low cost broadband access for low ARPU areas). Traffic density 16 Mbps/km2
Extreme rural with extreme long range:
No preference for this deployment scenario

	Orange
	We agree to some extent with Nokia’s comment and we propose to start by fixing the range and the required service level and then get the as output of the simulation the traffic density can be served (then we can derive the density of users depending on the Average data throughput at busy hours/user that companies would like to assume, the higher the avg data rate the lower the density of users and vice versa). 

Now referring to the comment of Ericsson, we believe the NR design shall strive for better performances than the LTE design.

On the values from Telstra, if we assume 1-2Users/km² and a traffic density of 50-100kbps/km² shouldn’t the Average data throughput at busy hours/user be 50 rather than 150kbps??

Regarding KT comment, we suspect there are some discrepancies in the NGMN Traffic density calculation in the sense that it was derived by multiplying the Users density by the experienced user data rate rather than by the Average data throughput at busy hours/user, givin thus an unrealistically high traffic density valuew which does not correspond to the reality of such environments.

	Huawei
	It is proposed to make “traffic density” a KPI for this scenario, instead of a parameter. The definition of “area traffic capacity” (see 7.14) could be reused for “traffic density”, or we directly use “area traffic capacity” as the KPI for this scenario. 

	Samsung
	We agree with Ericsson that resulting SE seems unrealistically high for 6.1.7. If we want to keep the cell range, we should adapt the traffic density and/or #users/km2 + user throughput to get a realistic SE.
And as Nokia mentioned, 6.1.6 and 6.1.7 look same except cell range targets. Therefore it is better to combine the two paragraphs into one.

	CMCC
	Agree with the comments from Ericsson. The traffic density is too challenging. We also think that it is better to merge 6.1.6 and 6.1.7 because the scenarios and challenges are quite similar.

	Telstra
	Yes, it should be 50 kbps if we assume all users are simultaneously active in the busy period. 150 kbps comes from assuming 40% of users in an area will be active at the same time.
The focus for this scenario is enabling extended coverage when propagation conditions permit to provide downlink and uplink data rates to support basic voice and basic internet access. The aim would be to cover distances of 150-300 km to support remote parts from a very high site. Key item which we would like to be considered by delegates for NR are opening up of limits on various timing parameters such as PRACH preamble size and other timing parameters which impact coverage. 
Propagation limits are dependent on tower heights (which can be very high for such applications and placed on a mountain top), antenna gains, transmit power levels etc. These large distances are expected to be achievable with LOS or near LOS conditions. Telstra believes it would be sufficient to consider an uplink objective of ~ 64 kbps to maximize the range with a reasonable downlink user throughput for voice and internet access. The user throughput and density requirements are secondary as normal operation would be for covering very low density. Typically our thoughts are that it will be a single sector operation. Telstra has previously given some guidance on these in a previous input.

	TIM
	We agree with Nokia and Orange to fix the values of coverage range and derive the traffic density from the evaluations.

	LG
	It would be good to understand the trade between cell range and the traffic density. At the same time, for KPIs, the maximum cell range to be supported with average/minimum required traffic density needs to be determined for further study. 

	MediaTek
	Agreed with Ericson and Nokia. Traffic density is too high. And we prefer combining 6.1.6 and 6.1.7.


 eq \o\ac(□,3)<Part 3 (Deployment scenarios: 6.1.6, 6.1.7 Extreme long range)>
	Proposed Way forward
	- Consider combining 6.1.6 and 6.1.7 into a single paragraph.

- Agree on a single cell radius target, and simulate that environment with the requirement that the range edge users are serviced with a target data rate, and then observe how many users such a cell site can serve.
Proposed text for resolving square brackets and merging 6.1.6 and 6.1.7:
6.1.6
Extreme long distance coverage in low density areas rural with extreme Long Range
The extreme Long Range deployment scenario is defined to allow for the Provision of services for very large areas with low density of users whether they are humans and machines (e.g. such as Low ARPU regions, wilderness, or areas where only highways are located, etc) primarily for humans and for the Provision of minimal services over long distances for Low ARPU and Low density areas including both humans and machines. The key characteristics of this scenario are Macro cells with very large area coverage supporting basic data speeds and voice services, with low to moderate user throughput and low user density.
Table 6.1.6-1: Attributes for extreme long range
Attributes

Values or assumptions

Carrier Frequency

Below 3GHz

With a priority on bands below 1GHz

Around 700MHz
System Bandwidth

40MHz (DL+UL)
Layout

Single layer:

Isolated Macro cells

Cell range

100 km range (Isolated cell) to be evaluated through system level simulations.

100 km is a starting point, and may be varied to meet traffic density and user experienced data rate targets
Feasibility of Higher Range shall be evaluated through Link level evaluation (for example in some scenarios ranges up to 150-300km may be required).
User density and UE speed
User density: NOTE1
UE speed: Up to 160 km/h
Traffic model

Average data throughput at busy hours/user: 30kbps
User experienced data rate: up to 2Mbps DL while stationary and 384kbps DL while moving NOTE2
NOTE1: Evaluate how many users can be served per cell site when the range edge users are serviced with the target user experience data rate.
NOTE2: Target values for UL are lower than DL, 1/3 of DL is desirable.
6.1.7. Extreme rural with extreme Long Range

The extreme rural Long Range deployment scenario is defined to allow for the Provision of services for very large areas such as wilderness or areas where only highways are located primarily for humans. The key characteristics of this scenario are Macro cells with very large area coverage supporting basic data speeds and voice services, with low to moderate user throughput and low user density.

Some of its attributes are listed in Table 6.1.7-1.
Table 6.1.7-1: Attributes for extreme long range
Attributes

Values or assumptions

Carrier Frequency

Below 3 GHz

System Bandwidth

[40] MHz (DL+UL)

Layout

Single layer:

Isolated Macro cells

ad hoc / isolated

Cell Range

[150 km] for bands above 1GHz

[250 km] for between 700 MHz and 1 GHz

[400 km] or more for bands below 700 MHz

User density and UE speed

[TBD ] users/km²

Speed up to [160km/h]

Traffic model

[Average data throughput at busy hours/user: [30kbps]

Traffic density: [380-500kbps/km²]
User Experienced Data Rate: up to [2]Mbps while stationary and [384kbps] while moving]
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