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1. Introduction and background

The e-mail discussions following the RAN ad hoc on next generation access have brought forward many interesting scenarios and requirements. A concern is that the work associated with showing compliance with the requirements is becoming very large. In order no to jeopardize the timely completion of the specification work, it is important that the evaluations part of the work is of reasonable extent [1]. The requirements should be relevant, reachable, and limited in number. Similarly, the deployment scenarios should be reasonably few, not too complex and relevant for system design.

This contribution contains proposals for limiting the evaluations work, while still covering the core aspects of the design of the new radio. More specifically, it is proposed to:

· Limit the number of deployment scenarios for system simulations, and cover a large set with link budgets

· Cover reliability evaluations with link simulations, with requirements and link qualities derived from use cases and deployment scenarios

· Make capacity evaluations for mMTC optional.
· Use numerical energy efficency evaluation for relative comparisons of relevant system design alternatives.   

The approaches of basing the dependent requirements area traffic capacity and experienced user datarates on the TRP spectral efficiency and 5th percentile user spectral efficiency respectively, already included in TR 38.913, are also endorsed [2].
In what follows, the above proposals are elaborated on in separate chapters.
2. Deployment Scenarios and System Simulations
The deployment scenarios from [4], currently included in TR 38.913, are summarized in Table 1. Characteristics of these include that:

· they cover testing the feasibility of using high frequencies indoors and outdoors

· they cover single- and multi-cell-layer deployments

· they cover single- and multi-frequency-band deployments

· they include scenarios that can be expected to be mainly interference-limited and scenarios that can be expected to be mainly coverage-limited

These are deemed important for system design. The scenarios however do not cover all possible deployment scenarios existing today. Although interesting, analyzing the performance in those is not seen as the main task of 3GPP.

In addition to the deployment scenarios in Table 1, during the e-mail discussions it has been proposed to include more frequency alternatives for the existing deployment scenarios, add a high speed deployment scenario, add a set of extreme rural scenarios, and add scenarios for URLLC etc. 

In the interest of limiting the amount of system level simulations required, it is proposed to handle many of these with link simulations and link budgets. 
This approach involves establishing link performance, or sensitivity levels, for data channels as well as control channels, and based on those and transmit power levels deriving a maximum coupling loss that the system can support. This value can then be transformed to a range for any frequency, environment, and terminal position for which propagation models are available.

For example, assume that it is established that the system supports a maximum coupling loss is 145dB. With a base station antenna gain of 30dBi, a UE antenna gain of 0dBi, and a 20dB building penetration loss, this corresponds to a pathloss of 145+30-20=155dB. The urban macro non-los propagation model of [4] is pathloss = 19.2 + 23*log10(frequency_GHz) + 34*log10(distance_m). Using this model we then support a range of 1000m at 30GHz. The link budget could be refined to include e.g. margins for fading. 
More examples of pathloss as a function of distance and frequency are provided in Figure 1. Using this methodology it is easy to cover a large set of frequencies, environments and terminal positions.

Proposal 1: Establish a maximum coupling loss level for mobile broadband, and investigate the feasibility of many combinations of deployments, environments, frequencies, antenna types, and terminal positions using those.  
Table 1: Proposed deployment scenarios (subset of parameters from [3])

	Deployment Scenario
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro


	Description and objective
	Similar to indoor hotspot for IMT-Advanced, more TRPs. 
Show that high frequencies can be used indoors
	Similar to urban macro-cell for IMT-Advanced, but more dense.
Small cell layer added for data rate and area capacity.
Show that high frequencies can be used in dense outdoor networks
	Similar to rural macro-cell for IMT-Advanced.
Show importance of lower frequencies for coverage
	Characterized by continuous and ubiquitous coverage in urban areas.



	ISD
	20 m 
(12 TRPs in 120x50 m)
	200 m for macro
3 outdoor micros per macro cell
	1732 m
	500 m

	Carrier frequency
	~30 GHz or 
~70 GHz
	~4 GHz and 
~30 GHz
	~700 MHz or 
~4 GHz
	~4 GHz

	Bandwidth, DL+UL
	1GHz
	200 MHz at 4GHz
1 GHz at 30GHz
	20 MHz at 700 MHz
80 MHz at 4 GHz
	200 MHz

	#Antenna elements BS / UE
	256 / 32
	256 / 8  at 4 GHz 
256 / 32 at 30 GHz
	64 / 4 at 700 MHz
256 / 8 at 4 GHz
	256 / 8
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Figure 1. Pathloss as a function of distance for different environments and frequencies for non-line of sight (nLoS) conditions [4].
3. URLLC and Reliability

Many interesting URLLC use cases and deployment scenarios have been proposed e.g. in the Automotive/V2X (highway, urban grid) and eHealth e-mail discussions. The most relevant KPI for these use cases is reliability within a certain delay budget and at a certain link quality. The current reliability definition includes these aspects:

“Reliability can be evaluated by the success probability of transmitting [X] bytes within [1 ms], which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge).” 
In order to limit the number of system-level simulations needed, it is proposed to extract requirements on reliability, delay, and datarate from the use cases, and extract link qualities from the deployment scenarios, and evaluate these using link-level simulations.

For example, for the eHealth Robotics use case, we can set targets of 99.9999% reliability, 10ms delay, and a relevant datarate, as well as select a channel model and channel quality representative the deployment scenario.
Proposal 2: Extract reliability, delay and datarate requirements from the URLLC use cases and link quality from the associated deployment scenario, and evaluate the fulfilment of the requirements using link simulations. 
4. Connection Density

Massive MTC is one of the main usage scenarios for IMT-2020. An MTC device, like a sensor or an actuator, should be able to report an event or act upon a command within a certain time. For example, monthly electricity, water, or gas consumption could be reported within an hour, or a ‘turn off the gas’ message could be acted upon within 10s. For this kind of Massive MTC services it is a requirement to support a very large number of devices. Support here involves reaching the devices within the desired time, and accommodating the generated traffic. For a device to be reachable, or ‘connected’, it must be kept in state where it is reachable within the desired time. Although the number of devices is very large, the traffic per device is typically limited to rather infrequent, small messages, so the aggregate traffic load is low.

The connection density can be defined as follows:
· A ‘connected device’ is a device in a state where it is able to send data within T_device_originated seconds and receive data within T_device_terminated seconds.
· The connection density is the number of reachable devices per area unit supported by the system.

This can be evaluated by means of inspection and analysis. The criterion would be to assess whether the standard supports the desired number of users per area unit in a state where they are reachable within the desired time. 

Capacity in terms of served traffic per unit time on the other hand seems to be less of an issue. The evaluations of NB-IoT showed that using a 180kHz frequency allocation in a grid with 1732m inter-site distance, a device density of 60 000 devices per km2 was supported (and exceeded).Reaching a device density of 1 000 000 devices per km2 would thus be supported (and exceeded) in a grid with an inter-site distance of 425m, or in a sparser grid with slightly more bandwidth.

In the interest of reducing mandatory system-level simulations, it is proposed to make capacity evaluations in terms of served traffic per unit time for mMTC optional. 

Proposal 3: Make capacity evaluations for mMTC optional.  
5. Energy Efficiency

Energy efficiency is a very important metric and is worth great attention in the development of the next generation radio access. Comprehensive energy efficiency evaluations are quite complex, as network energy efficiency to large extent is dependent on the system load and the behavior at both high and low loads. An example methodology is provided in [5]. This involves segmenting a country into different area types, from rural to dense urban. Each area is then characterized with subscriber distributions, traffic models, propagation characteristics, and deployment and system models. System level evaluations are then run, and activity and power traces are logged. These can then be mapped to power consumption using power models for the equipment used in each area. Finally the results per area are averaged according to a 24h profile and combined into a country-level energy efficiency metric. A subset of the models is illustrated in Figure 1. 

Example results, using the above methodology, comparing the energy consumption of LTE in 2015 with that of the NX new radio concept [8] in 2020, are shown in Figure 1 (right-most subfigure). It is seen that despite a 4 times increase in traffic, a reduction of 55% is achieved.

Deeper analysis of the results reveals that this is due to two effects related to the standard: (i) transmitting efficiently when there is data to transmit, and (ii) not transmitting so much when there is no data to transmit. In particular (ii) is important as it sets the limits for how equipment sleep modes can be designed, which are crucial for the obtained energy savings. 

Other factors impacting the absolute energy consumption, like power amplifier efficiency, are however outside the scope of the standard. It is thus difficult to put requirement on the resulting overall energy efficiency on the standard.

Given the complexity of comprehensive energy efficiency evaluations, and what the standard can contribute with, it is proposed as a sufficient evaluation to use the proposed methodology for relative comparisons of design alternatives related to energy efficiency. Additionally, energy efficiency evaluations of the overall concept are encouraged. Bearing in mind that 3GPP is not in control of all included components, it is proposed not to set requirements for these.

As a design principle, it is proposed to strive for enabling efficient sleep modes when there is no data. 

Additionally, if a numerical target is desired, it could be considered setting a requirement on the fraction of time the base stations transmit when there is no data (“duty cycle” in Figure 2), potentially complemented with a minimal length of the silent periods (“DTX” in Figure 2). The efficiency of data transmissions is captured by the spectral efficiency metric.

Proposal 4: Use numerical energy efficiency evaluation for relative comparisons of relevant system design alternatives.    
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Figure 1. Some model components and results of an energy efficiency evaluation.
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Figure 2. Keys to reduced energy consumption are low duty cycles and long DTX.
6. Conclusion

To make the evaluations work reasonable and not jeopardize the standardization time plan, it is proposed to: 
1. Establish a maximum coupling loss level for mobile broadband, and investigate the feasibility of many combinations of deployments, environments, frequencies, antenna types, and terminal positions using those.  
2. Extract reliability, delay and datarate requirements from the URLLC use cases and link quality from the associated deployment scenario, and evaluate the fulfilment of the requirements using link simulations. 

3. Make capacity evaluations for mMTC optional.  
4. Use numerical energy efficiency evaluation for relative comparisons of relevant system design alternatives.   
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