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1 Introduction

Network densification by deploying low power nodes is a straightforward solution to the wireless spectrum shortage. Since Rel-10, substantial standardization efforts have been spent on the interference managements in heterogeneous networks and dense small cell networks. Several features, such as enhanced inter cell interference cancellation (eICIC), coordinated multiple point operation (CoMP), small cell ON/OFF, network assistance interference cancellation and suppression (NAICS), have been studied and standardized to address the challenges from increasing interference level in the networks.
However, most of the efforts were focused on downlink while the optimizations related to uplink operation have been treated with lower priority. In fact, uplink traffic keeps growing along with new technologies and emerging applications such as high resolution smartphone cameras and social media. During occasions such as concerts and sporting events, the uplink traffic even exceeds downlink and user experience is mainly determined by uploading speed.

The uplink interference situation can be complex and challenging for heterogeneous and small cell networks. In this paper, we investigate the interference situation and causal impacts related to uplink operations.
2 Discussion
2.1 Uplink interference fluctuation and the impacts on link adaptation
2.1.1 Uplink interference fluctuation
Compare to the downlink, uplink interference level can be more unstable, especially for HetNet and dense small cells. This is due to the fact that the uplink interference experienced by an eNB can be caused by any UE scheduled in neighbouring cells. Different scheduled UEs may cause vastly different interference. One example is shown in Figure 1. Here UE2 located at the cell border needs to transmit in relatively high power to compensate for the pathloss between UE2 and the serving eNB. Hence victim eNB will be seriously interfered if UE2 is scheduled. On the other hand, UE1, which is located close to the aggressor eNB, tends to transmit in lower power. Consequently, the interference toward the victim eNB would be much lower if UE1 is scheduled.
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Figure 1: Uplink interference toward victim eNB in dense small cell deployments
For uplink operation, an eNB selects one MCS level for each scheduled PUSCH based on SINR estimation of the link. Then the chosen MCS is sent to the UE in UL grant. And the PUSCH is transmitted four TTIs later. However, the inherent issue is that the interference level depends on the UE scheduled in neighbor cells, which can change every TTI. Therefore even if an eNB can accurately measure the interference level when MCS is selected, the interference experienced by actual uplink transmission may be completely different. Therefore, the selected MCS level based on the measurement may not consistent with the actually experienced channel quality.
For the example shown in Figure 1, assume in TTI n, UE2 is scheduled by the aggressor eNB while the victim eNB performs interference measurement for UE3. Afterwards in TTI n+k, the victim eNB schedules UE3 and choose MCS level based on the interference measurements in TTI n. Actual PUSCH transmission from UE3 happens in TTI n+k+4. However, UE1 is scheduled by the aggressor eNB in the same TTI. Then the interference measured can be much higher than actual interference level, resulting in a conservative MCS selection. In this example, this known behavior can possibly be worse in the dense small cell environment because more interfering entities in close proximity can cause larger interfence fluctuations.
Observation 1: in HetNet and dense small cells scenarios, there could be significant mismatch between selected MCS and the channel quality during data transmission. 
2.1.2 Evaluation
System level simulations are carried out to explore the effects in HetNet and dense small cell deployments. Table 1 in Appendix A presents the main simulation assumptions, which follows the guidelines in [1]

 REF _Ref404870173 \r \h 
[2]. For dense small cell deployments, we choose to evaluate scenario 3 (indoor hotspot).
We then illustrate the SINR estimation accuracy in Figure 2. The SINR estimation error is defined as mean(|SINRscheduling - SINRtransmission|), where SINRscheduling is the SINR estimated for MCS selection and SINRtransmission is the actual SINR during PUSCH transmission. We averaged over all evaluated packets. Interference estimation is assumed to be ideal, i.e., eNB can accurately measure the interference level in TTI n. However, as different sets of UEs are scheduled in TTI n+4 in neighbour cells, the interference level in TTI n+4 can still be different. 
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Figure 2: Averaged SINR estimation error for different evaluated scenarios

It can be seen that, for hetnet, the averaged SINR estimation error is around 3.5 dB and 5.2 dB for macro cells and pico cells respectively. For indoor hotspot, the estimation error is as high as 6 dB. Considering the SINR step size for MCS is around 1.5 dB, it means the MCS selected can be considerably different from the ideal ones. 

Observation 2: the averaged SINR estimation error is around 3.5 dB and 5.2 dB for macro cells and pico cells respectively for HetNet; the averaged SINR estimation can be as high as 6 dB for indoor hotspot.
If tight cooperation among neighbour cells can be achieved (e.g. UL CoMP), it is possible for an eNB to track the interference fluctuation. For example, an eNB may keep performing interference estimation for each of the interfering UEs located in neighbour cells individually. If neighbour eNBs can exchange the scheduling information (for TTI n+4) via backhaul (before TTI n), then each eNB is aware of which interfering UE will be scheduled in neighbour cells. Based on previous individual interference measurements, the eNB can predict the interference level in TTI n+4 and choose MCS level accordingly.

However, this approach is only feasible if neighbour eNBs are interconnected with low-latency backhaul, which is not always available in practice. In addition, it can be highly complex, as each eNB needs to perform link estimation not only for its served UEs but also for interfering UEs.
Therefore, it is desirable to study the effects of interference fluctuation on link adaptation in uplink. 

2.2 Small cell ON/OFF in uplink heavy traffic
Small cell ON/OFF is one major feature for interference reduction in dense small cell deployments. Yet, in parallel to the focus of operational efficiency improvements for downlink-heavy scenarios, enhancements for uplink-heavy scenarios in small cell physical layer should also be addressed, for example, in scenarios with lots of uploading photo and video for sharing. When there is heavy traffic in the uplink while less or little traffic in downlink, several downlink channels and reference signals still need to be transmitted to support the uplink traffic, thus bringing considerable downlink interference into the system. 
One example is shown in the figure below. The traffic is uplink heavy in cell A, and during a certain period, there could be no downlink traffic at all while constant uplink transmission. In this case, cell A still needs to be turned ON for control channel and CRS transmission to support uplink operations. It brings downlink interference toward neighboring cells and cost extra energy. 
Observation3: to support UL operations, small cells need to be in ON state even if there is little or no downlink traffic. It is desirable to study solutions to support heavy uplink traffic while achieving interference mitigation on the downlink.
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Figure: 3 Small cells ON/OFF in uplink heavy traffic
2.3 Objectives

As described above, it is desirable to study and specify mechanisms for further enhancements related to uplink operation in HetNet and dense small cell deployments.

· To study and evaluate the possible solutions for the
· uplink interference measurement and tracking methods for the high interference fluctuation, focusing on scenarios with non-ideal backhaul
· small cell on/off enhancement for uplink heavy traffic
· To identify the related standard effects on: 

· Physical signal and channel design
· Physical procedures
· Physical signalling
· Related work on RAN2, RAN3 and RAN4
3 Conclusion
In this paper, we investigated the interference situation and impacts related to uplink operations in heterogeneous and small cell networks. The following observations are made.
Observation 1: in HetNet and dense small cells scenarios, there could be significant mismatch between selected MCS and the channel quality during data transmission. The issue is more serious for uplink than for downlink. 
Observation 2: the averaged SINR estimation error is around 3.5 dB and 5.2 dB for macro cells and pico cells respectively for HetNet; the averaged SINR estimation can be as high as 6 dB for indoor hotspot.
Observation3: to support UL operations, small cells need to be in ON state even if there is little or no downlink traffic. It is desirable to study solutions to support heavy uplink traffic while achieving interference mitigation on the downlink.

It is therefore proposed that,
Proposal: 3GPP RAN should consider a study item within the timeframe of Rel-13 to investigate the new challenges posed by interference situations and impacts related to uplink operations in heterogeneous and small cell networks. Solutions should be investigated for further interference mitigation, spectral efficiency improvement.
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Appendix A: simulation assumptions

Table 1: Simulation assumptions for HetNet and dense small cell deployment
	Parameter
	Assumptions for HetNet 
	Assumptions for dense small cell deployment (indoor hotspot)

	Cellular layout
	19 sites with 3 sector per site
	4 pico eNBs within a single-floor building
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	Placing of pico eNB
	4 pico eNBs per sector
	In line of the hall

	Cell expansion bias
	6dB
	

	Placing of UE
	Configuration 4b
	Even

	Inter site distance
	500 m
	30 m

	Carrier frequency
	2GHz
	2GHz

	Traffic model
	Full buffer
	Full buffer

	UE velocity
	3 kmph
	3 kmph

	eNB transmit power
	Macro, 46 dBm; Pico, 30 dBm
	26 dBm

	Maximal UE transmission power
	23 dBm
	23 dBm

	Antenna height
	Macro eNB, 32 m; Pico eNB, 10 m; UE, 1.5 m
	Pico eNB: 6 m; UE, 1.5 m

	Transmit antenna number
	1
	1

	Receiver antenna number
	Macro eNB, 2; Pico eNB, 2
	2

	eNB receiver type
	MMSE
	MMSE

	Interference estimation
	Ideal
	Ideal

	Power control
	Macro: PO = -70; α=0.8；

Pico: PO = -82; α=0.8
	PO= -74; α=0.8
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