Annex A: The Token Bucket and the Generic Byte Rate Algorithm (GBRA) 
This annex is an integral part of the normative text. 

This Annex provides several algorithms, which are used to define packet conformance of an IP flow with respect to a rate R (in byte per second) assuming a bucket size B. The algorithms are considered equivalent in the sense that they will identify the same packets to be conforming. 

Traffic metering is a basic component of packet networks that provide various levels of quality of service, such as throughput guarantees and upper bounds on delay and loss. An IP packet stream must conform to a predefined traffic profile in order to assure that the network resources allocated to that stream can provide the expected service level, and to assure that this stream does not cause other network traffic to experience an unacceptable service level.

Starting point is the Token Bucket. This algorithm is considered equivalent to the continuous state token bucket. This algorithm in turn is then shown to be equivalent to the Generic Byte Rate Algorithm (GBRA). The GBRA defines the characteristics that relate an information rate parameter to a burst tolerance parameter. Together, these two traffic parameters and their interrelationship form the basis for a generalized traffic profile conformance test. A secondary goal of GBRA is to avoid referencing one or more implementation options on the basis that it is not central to the conformance concept and that it is a source of unnecessary bias. GBRA specifies the fundamental aspects of a conformance test to a single profile, and as such does not include other related policing functions such as multi-stage metering, packet coloring, packet marking, and packet discard policies.

The token bucket
This algorithm is described as follows (compare also e.g. RFC 2698):

The token bucket has two fixed parameters:

(
The token bucket rate R (in bytes per second)

(
The token bucket size B (in bytes)

The token bucket uses the variable:

(
The token count Tc (in bytes) which is initially (at the arrival at time ta of the first packet of the flow) full, i.e., the token count Tc (ta) = B.

Thereafter, the token count Tc is incremented by one every 1/R seconds up to B.

When a packet of size N bytes arrives at time ta, the following happens:

(
If Tc(ta)-N < 0, the packet is non conforming, else

(
the packet is conforming and Tc is decremented by N.

Note: The arrival time is considered to be when the last bit of the packet arrives.

The continuous state token bucket
To be more precise and unambiguous, a continuous state token bucket is proposed. The continuous state token bucket is considered to be equivalent to the token bucket. The continuous state token bucket has the advantage that it is easily implementable.

The continuous state token bucket has two fixed parameters per IP flow:

(
The token bucket rate R (in bytes per second) for the flow

(
The token bucket size B (in bytes) for the flow

The continuous-state token bucket uses the following variables:

(
The token count Tc (in bytes) of the flow

(
LCT is the last conformance time of the flow (in seconds)

Initially (at time ta of the arrival of the first packet of the flow): 

(
Tc = B

(
LCT = ta 

At arrival of a packet with size N (bytes) at time ta:


Tc’ = Tc + R*(ta – LCT)


If Tc’ < N 



Then 
packet is not conforming



Else 
packet is conforming 

 
 


Tc = min(Tc’, B)- N

For the continuous state token bucket, the variable Tc and LCT are only modified at packet arrival. 

Note: A packet can never be conforming if N > B.

The Generic Byte Rate Algorithm
For the generic byte rate algorithm, there are two variants: one is the virtual scheduling byte rate algorithm and one is the continuous state leaky bucket byte rate algorithm.

For both algorithms, the fixed parameters per IP flow are:

(
The increment I in units of seconds per byte. I is related to R by I = 1/R 

(
The Limit L in seconds. L is related to R and B by L = B/R.

The virtual scheduling byte rate algorithm
The virtual scheduling byte rate algorithm uses the following variable:

(
TAT in units of seconds is the theoretical arrival time of the next packet

Initially (at time ta of the arrival of the first packet of the flow): 

(
TAT = ta

The theoretical arrival time (TAT) is updated only after a packet is considered conforming by the algorithm. 

At arrival of a packet with size N (bytes) at time ta:


If ta < TAT + N*I - L



Then 
packet is not conforming

 

Else
packet is conforming 





TAT = max (ta, TAT) + N*I 

The continuous state leaky bucket byte rate algorithm
The continuous state leaky bucket byte rate algorithm uses the following variables:

(
LCT is the last conformance time of the flow (in seconds)

(
X is the Leaky Bucket counter (in seconds)

Initially (at time ta of the arrival of the first packet of the flow): 

(
LCT = ta

(
X = 0 

At arrival of a packet with size N (bytes) at time ta:


X’ = X – (ta – LCT)


If X’ + N*I > L



Then 
packet is not conforming



Else
packet is conforming





X = max(0, X’) + N*I 

Note: Equivalence of the algorithms:
(
The continuous state leaky bucket byte rate algorithm is equivalent to the continuous state token bucket: Just set Tc = (L-X)*R, Tc’ = (L-X’)*R and use B = L*R. 

(
The virtual scheduling byte rate algorithm is equivalent to the continuous state leaky bucket byte rate algorithm: Just observe that after the two algorithms have been executed, one has TAT = X+LCT.

Note: Relationship between the GBRA and the GCRA in I.371:
In case of ATM, the cell size is N=53 bytes and N*I becomes equal to T which is the inverse of the cell rate. If one sets L = T + ( where ( is the tolerance of the GCRA, then one sees that the GCRA is a special case of the GBRA (see Annex A of I.371).
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