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5.4.2	Overview of Application Layer Throughput with Network Slicing
Editor's note: This sub-clause should define the statistical analysis method of application layer throughput with network slicing configured
In general, the application layer throughput is impacted by variations mainly at the physical layer and MAC layer. Thus, a variety of test points should be picked across different physical layer conditions (doppler, signal-to-noise ratio, antenna configurations etc.).
There can be multiple usages of network slicing with different needs such as mission critical ultra-reliable low latency slice, massive machine to machine type communication slice, extreme high throughput mobile broadband slice. Depending on the use case, channel requirements will be different and accordingly the application layer performance will also be benchmarked. 
During the application layer throughput measurement, we can also record ACK, NACK and DTX in order to calculate the L1 payload bit throughput, although this is not the main target of the test procedure. The measured throughput and its comparison to an expected throughput value can be evaluated. However, the parameters for this measurement are not as controlled as in the case of L1 throughput
For fixed reference channel testing, the UE is compared against a predefined limit at the physical layer. Therefore, statistics can be derived to determine the minimum number of samples for a given confidence level for the pass/fail decision. While the application layer data throughput is of a statistical nature, in case of fixed reference channel testing, it is possible to set a lower bound for the achievable throughput by computing the overhead due to upper layer payload headers.

[bookmark: _Toc70258668][bookmark: _Toc81229566]5.4.3	Overview of Application Layer Latency with Network Slicing
Editor's note: This sub-clause should define the statistical analysis method of application layer latency with network slicing configured
In order to measure the application layer latency for a Standardized Slice Type (SST) or a non-standardized slice type, some important factors which needs to be considered may involve network node delay in time, jitter experienced based on channel bandwidth and network propagation conditions. Each such conditions can be evaluated against the QoS requirements and delay sensitivity of the data being transmitted. The end goal here is to optimize the utilization of the allocation of network resources and the quality of service metrics.
For fixed or variable reference channel and an SST, the UE latency for each data traffic session per slice needs to be captured and evaluated against the required maximum delay in reception of the desired data packet. Based on the measured packet delay and jitter experienced e2e evaluation of the layer latency can be derived and benchmarked. Important aspect here to consider would be to adjust the tolerance +/- of the latency and jitter in percentage terms to define a final evaluation criterion as per testing needs and network traffic type usage.


