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1. Introduction
In clause 5.4.2.1 (FTP Settings) of TR 37.901 [1], the value for the TCP MTU size is currently set to 1500 bytes but this value is between [ ] and needs to be finalized. 
The purpose of this document is to examine whether 1500 bytes is suitable for UE Application Layer Data Throughput Performance testing and what other alternatives could be chosen instead.
2. Discussion

2.1
Why setting the TCP MTU size to 1500 bytes is not always optimal in real networks

During FTP testing, increasing the TCP MTU size reduces overhead, and therefore tends to increase the achieved throughput. Thus it would seems logical that in order to maximize the achieved throughput, the TCP MTU size should be set to its maximum value ie 1500 bytes.
However in real networks, in the path between P-GW and S-GW or the path between S-GW and eNB, “outer datagrams” encapsulating the original datagrams from the remote server are exchanged. Those outer datagrams add an outer IP header / outer UDP header / GTP-U header. This means that a TCP MTU size of 1500 bytes on the tethered PC will result in an “outer datagram” size > 1500 bytes. Therefore, if any segment of these paths relies on Ethernet, the Ethernet MTU upper limit of 1500 bytes will cause IP fragmentation.
Although this IP fragmentation of outer datagrams occuring on the network side is not visible at the UE (the eNB reassembles any IP fragments received from the GTP-U sending endpoint for outer IP datagrams), it is still detrimental to the overall throughput because:
· It is bandwidth inefficient due to duplication of IP headers.

· It is CPU intensive and requires additional memory at GTP-U endpoints. 

· The loss of a fragment implies the loss of the complete packet. 

When this kind of phenomenon occurs, as seen from field test results the throughput achieved with a TCP MTU size slightly below 1500 bytes (e.g 1428 bytes) is actually higher than that achieved with a TCP MTU size of 1500 bytes. Therefore in this case, to maximize overall throughput, the TCP MTU size should be set to a value < 1500 bytes.
2.2
Will the IP fragmentation issue described in section 2.1 occur in lab test setup?
The assumption in TR 37.901 [1] is that the tests for UE Application Layer Data Performance Throughput will be run in a lab environment, with test equipment simulating the network side. Thus whether the IP fragmentation issue described in section 2.1 will occur in this lab environment will depend on the extend to which the test equipment is simulating real network nodes, ie, it will depend on whether the test equipment will construct “outer datagrams” encapsulating the original datagrams exchanged between the UE under test and the FTP server, and add an outer IP header / outer UDP header / GTP-U header.
If it can be established based on SS vendors’ feedback that no test equipment will do this, then a TCP MTU size of 1500 bytes is the optimal value for FTP testing. If this is not the case, then the TCP MTU size should be set to a value < 1500 bytes. 
 

2.3
Default TCP MTU value configured by PC drivers
Some PC drivers provided by UE manufacturers for UE to PC tethering configure the TCP MTU size to a particular default value when the UE is connected to the tethered PC. To avoid the IP fragmentation issue in real networks described in section 2.1, some drivers might on purpose set the TCP MTU size to a value < 1500 bytes. 

Therefore specifying a TCP MTU size of 1500 bytes in TR 37.901 [1] assumes that for these UEs, the TCP MTU size will need to be changed from the default value configured by the PC drivers provided by the UE manufacturer, prior to running the tests. 
 

2.4
Impact of TCP MTU size on average throughput
In this section we propose to quantify the impact of using a TCP MTU size < 1500 bytes on the overall average throughput, by comparing simulation results for the download times of various file sizes obtained with a TCP MTU size of 1280 bytes, to the download times obtained with a TCP MTU size of 1500 bytes.

This was done in the case of an HSDPA Cat 10 UE (14.4 Mbps peak rate), of an LTE Cat 3 UE with a 20 MHz channel BW and SIMO (51 Mbps peak rate), and of an LTE Cat 3 UE with 20 MHz channel BW and 2x2 MIMO (100 Mbps peak rate), with the following simulation assumptions:

· TCP RTT = 100 ms

· No window size constraints (window will be able to support the channel rate)

· Clean static channel supporting channel rate of 14.4 / 51Mbps

· Ideal ACKs (no ACKs are lost)

· TCP delayed ACK is used ( one ACK is generated for every 2 TCP segments received)
The simulation results obtained were as follows:

HSDPA Cat 10 UE (14.4 Mbps peak rate):
	
	
	TCP MTU size

	
	
	1280 bytes
	1500 bytes

	40 Mbits file
	Download time
	3.60 sec
	3.50 sec

	
	Resulting average throughput
	11.11 Mbps
	11.43 Mbps

	700 Mbits file
	Download time
	49.43 sec
	49.40 sec

	
	Resulting average throughput
	14.16 Mbps
	14.17 Mbps


LTE Cat 3 UE with 20 MHz channel BW and SIMO (51 Mbps peak rate):

	
	
	TCP MTU size

	
	
	1280 bytes
	1500 bytes

	700 Mbits file
	Download time
	14.82 sec
	14.80 sec

	
	Resulting average throughput
	47.23 Mbps
	47.30 Mbps

	3000 Mbits file
	Download time
	59.94 sec
	59.91 sec

	
	Resulting average throughput
	50.05 Mbps
	50.08 Mbps


LTE Cat 3 UE with 20 MHz channel BW and 2x2 MIMO (100 Mbps peak rate):

	
	
	TCP MTU size

	
	
	1280 bytes
	1500 bytes

	700 Mbits file
	Download time
	8.27 sec
	8.25 sec

	
	Resulting average throughput
	84.64 Mbps
	84.85 Mbps

	6000 Mbits file
	Download time
	61.28 sec
	61.24 sec

	
	Resulting average throughput
	97.91 Mbps
	97.97 Mbps


From these results, it can be seen that the impact of using a TCP MTU size of 1280 bytes instead of a TCP MTU size of 1500 bytes is not very significant for file sizes corresponding to the transfer duration times mentioned in TR 37.901 [1] (ie yielding a transfer time of ~ 60 sec in static conditions).

3. Proposal
Based on the discussion in the previous section, 3 options are possible for the specification of the TCP MTU size in TR 37.901 [1]:

· Option 1: Set the TCP MTU size to 1500 bytes 
· This option is suitable if :

· it can be confirmed by SS vendors that the IP fragmentation issue described in section 2.1 will not occur in the lab setup used for UE Application Layer Data Throughput Performance testing

AND

· the TCP MTU size can be changed from the default value configured by the PC drivers provided by the UE manufacturer
· Option 2: Set the TCP MTU size to a single value < 1500 bytes (e.g 1428 bytes)
· This option is suitable if:

· the IP fgramentation issue described in section 2.1 may occur the lab setup used for UE Application Layer Data Throughput Performance testing 

AND

· the TCP MTU size can be changed from the default value configured by the PC drivers provided by the UE manufacturer
· Option 3: Specify a range of suitable TCP MTU sizes (e.g from 1280 to 1500 bytes) which allows to use the default value configured by PC drivers provided by the UE manufacturer
· This option is suitable if:

·  the IP fragmentation issue described in section 2.1 may occur the lab setup used for UE Application Layer Data Throughput Performance testing 

AND/OR

· The TCP MTU size cannot be changed from the default value configured by the PC drivers provided by the UE manufacturer for some UEs
4. Decision
RAN5 is kindly requested to endorse one of the 3 options listed in section 3.
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