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1. Introduction
The purpose of this document is to resolve the following open items in clause 5.4.2.1 (FTP Settings) of TR 37.901 [1]:

· No requirements for the FTP application to be used for tethered testing have been defined yet
· The reference FTP server is FFS

· Additional FTP settings are FFS

2. Discussion

2.1
Tethered FTP application

For tethered testing, the FTP client will reside on the PC connected to the UE under test. It is recommended that the tethered FTP application meet the following requirements:
 

· The tethered FTP application should allow the user to transfer files of any format supported by the tethered PC, in binary mode, in both the Downlink and the Uplink

· The tethered FTP application should provide the means to compute the throughput T as defined in TR 37.901[1] subclause 5.1.2 (“number of user data bits per unit of time forwarded by the network from a certain source address to a certain destination, excluding protocol overhead (TCP header, UDP header, etc.) and retransmitted data packets”) at the end of each file transfer
· The tethered FTP application should provide an interface allowing automation of testing
· The tethered FTP application t should not implement hidden optimizations that might impact the throughput

An example of an FTP application meeting these requirements is the Windows FTP command line application.

2.2
Reference FTP server
For tethered testing, it is recommended that the FTP server meet the following requirements:
 

· The TCP send/receive buffer sizes at the FTP server should be set to values sufficiently large to ensure they do not limit the maximum throughput achievable at the UE
· By default the network interface uses a small tx queue length, which may result in flow control between the network interface and TCP (SendStall event triggers TCP to reduce its congestion window). This will cause TCP window backoff. To avoid this issue, the tx queue length should be set to a sufficiently large value at the FTP server

2.3
Additional FTP settings
The current version of TR 37.901 [1] does not make any comment on the use of IPv4 vs IPv6. It should be noted that the IPv6 header size is 40 bytes whereas the IPv4 header size is 20 bytes, and the IPv6 address length is 16 bytes whereas the IPv4 address length is 8 bytes. Due to this increased overhead, for a given Physical layer peak throughput, the resulting throughput T as defined in TR 37.901[1] subclause 5.1.2 of TR 37.901 [1] (“number of user data bits per unit of time forwarded by the network from a certain source address to a certain destination, excluding protocol overhead (TCP header, UDP header, etc.) and retransmitted data packets”) may be lower when IPv6 is used as compared to when IPv4 is used.
 

It is therefore very important to know which IP address type was used when running the tests, and to only compare results obtained with the same IP address type. Therefore it would be very beneficial to record this information as part of the test results.
3. Proposal
It is proposed to:

· Add the text shown in attached Text Proposal #1 to TR 37.901[1].
· Modify all test procedures in TR 37.901[1] to record the IP address type used when running the tests, as shown in the example from attached Text Proposal #2.
4. References

[1] 3GPP TR 37.901: “UE Application Layer Data Throughput Performance Study Item Technical Report”.

<< Text proposal #1 >>
5.4.2.1
FTP  Settings

It is recommended that the FTP server used for testing meet the following requirements:

· The TCP send/receive buffer sizes at the FTP server should be set to values sufficiently large to ensure they do not limit the maximum throughput achievable at the UE

· The tx queue length should be set to a value sufficiently large value to ensure flow control between the network interface (ppp) and TCP is not triggered

It is recommended that the FTP application used on the tethered PC for tethered testing meet the following requirements:
 

· The tethered FTP application should allow the user to transfer files of any format supported by the tethered PC, in binary mode, in both the Downlink and the Uplink

· The tethered FTP application should provide the means to compute the throughput T as defined in subclause 5.1.2 at the end of each file transfer

· The tethered FTP application should provide an interface allowing automation of testing

· The tethered FTP application t should not implement hidden optimizations that might impact the throughput

An example of an FTP application meeting these requirements is the Windows FTP command line application.

The following settings are to be used. 
-
The TCPWindowSize is derived based on the bandwidth-delay product (BDP) for the particular radio access bearer used in the test. Refer to clause 5.4.2.1.1 for guidance concerning the TCP advertised receiver window size setting.

-
The TCPWindowSize is adjusted to near even-multiple of TCP MTU. The Windows Scaling is enabled for all FTP transfers.

-
The socket buffer sizes are set to even-multiples of TCP MTU in use and set to values close to the BDP.

-
The TCP MTU size is set to [1500] bytes.

-
The FTP transfers are always carried out in Binary mode.

-
The contents of the files to be transferred over FTP are chosen in such a way that they are statistically random, with least compressibility.

-
No application level compression protocols are used to compress the FTP files.
-
Either IPv4 or IPv6 can be used, but only results obtained with the same IP address type can be compared, since the IP address type will affect the measured throughput.
5.4.2.1.1
TCP advertised receiver window size setting

In case the TCP advertised receiver window size at the TCP receiving entity is configurable, it is recommended to set it to a value greater than BDP, with BDP computed as (max TCP data rate * RTT upper bound), in order to achieve maximum throughput during FTP testing.

Note: In order to achieve maximum throughput during FTP testing, the TCP advertised receiver window size must be equal to or greater than the BDP (Bandwidth Delay Product), which can be expressed as follows:


BDP = TCP data rate * RTT

Where:


TCP data rate is the portion of the radio bearer used to send TCP data


RTT is the unloaded Round Trip Time between TCP end-points (FTP server and tethered laptop/embedded FTP app) as seen by the TCP sender
5.4.2.2
UDP  Settings

<Text skipped>
B.2.3
Network, Transport and Application Layers reference system configurations



The FTP server should be configured to meet the following requirements:


· The TCP send/receive buffer sizes at the FTP server should be set to values sufficiently large to ensure they do not limit the maximum throughput achievable at the UE
· The tx queue length should be set to a value sufficiently large value to ensure flow control between the network interface (ppp) and TCP is not triggered
The FTP application used on the tethered PC for tethered testing should meet the following requirements:


· The tethered FTP application should allow the user to transfer files of any format supported by the tethered PC, in binary mode, in both the Downlink and the Uplink

· The tethered FTP application should provide the means to compute the throughput T as defined in subclause 5.1.2 at the end of each file transfer

· The tethered FTP application should provide an interface allowing automation of testing
· The tethered FTP application t should not implement hidden optimizations that might impact the throughput
At both the FTP client and the FTP server, the following settings should be used:

-
The TCPWindowSize is set to a value greater than the BDP (bandwidth-delay product), with BDP computed as (max TCP data rate * RTT upper bound). Refer to clause 5.4.2.1.1 for guidance concerning the TCP advertised receiver window size setting.

-
The TCPWindowSize is adjusted to near even-multiple of TCP MTU. The Windows Scaling is enabled for all FTP transfers.

-
The socket buffer sizes are set to even-multiples of TCP MTU in use and set to values close to the BDP.
-
The TCP MTU size is set to [1500] bytes.

-
The FTP transfers are always carried out in Binary mode.

-
The contents of the files to be transferred over FTP are chosen in such a way that they are statistically random, with least compressibility.

-
No application level compression protocols are used to compress the FTP files.
-
Either IPv4 or IPv6 can be used, but only results obtained with the same IP address type can be compared, since the IP address type will affect the measured throughput.
<< End of text proposal #1 >>
<< Text proposal #2 >>

A.2.2
FTP Downlink Performance 
A.2.2.1
Definition
The UE application layer downlink performance for FTP under different multi-path fading environments is determined by the UE application layer FTP throughput T.

A.2.2.2
Test Purpose
To measure the performance of the UE while downloading TCP based data with both static and multi path faded environments using FTP as a transfer protocol.
A.2.2.3
Test Parameters
Tables A.2.2.3-1 and A.2.2.3-2 define the relevanttest parameters for all relevant throughput tests.
Table A.2.2.3-1: Test Parameters for FTP Downlink Testing

	Parameter
	Unit
	All Tests

	Phase reference
	
	P-CPICH

	Redundancy and constellation version coding sequence
	
	{6,2,1,5}

	Maximum number of HARQ transmission
	
	4

	Note:
The HS-SCCH-1 and HS-PDSCH shall be transmitted continuously with constant power. HS-SCCH-1 shall only use the identity of the UE under test for those TTI intended for the UE.


Table A.2.2.3-2: Test Points for FTP Downlink Testing
	Test Number
	Reference test point

Note 1
	Propagation Conditions

Note 1
	Ior/Ioc (dB)

Note 1
	Ior (dBm)
	HS-PDSCH Ec/Ior (dB)

	1
	HSPA-1
	Static
	20
	-65
	-3

	2
	HSPA-1
	Static
	20
	-80
	-6

	3
	HSPA-2
	PA3
	20
	-65
	-3

	4
	HSPA-2
	PA3
	20
	-80
	-6

	5
	HSPA-3
	VA30
	10
	-65
	-3

	6
	HSPA-3
	VA30
	10
	-80
	-6

	7
	HSPA-4
	VA120
	0
	-65
	-3

	8
	HSPA-4
	VA120
	0
	-80
	-6

	9
	HSPA-5
	PB3
	0
	-65
	-3

	10
	HSPA-5
	PB3
	0
	-80
	-6

	Note 1: 
The test points is according to Table B.1.1-1 in Annex B.1.1.


A.2.2.4
Test Description
4.1.1.1. A.2.2.4.1
Initial Conditions
Test environment: normal; see clauses G.2.1 and G.2.2 of TS 34.121-1 [3].

Frequencies to be tested: mid range; see clause G.2.4 of TS 34.121-1 [3].

1)
Connect the SS (node B emulator) and fader and AWGN noise source to the UE antenna connector based upon UE receiver type as referenced in Annex A of TS 34.121-1 [3]. The downlink connection between the System Simulator and the UE shall be without Additive White Gaussian Noise and have no fading or multipath effects.

2)
Connect an application server to the IP output of the SS configured with a FTP server.

3)
Tether the UE to a laptop configured with FTP client software using the appropriate UE to PC interface Modem or Network Interface Connection (NIC) drivers.

4)
Set up an HSDPA call using Modem or NIC interface with levels according to table E.5.0 of TS 34.121-1 [3].

5)
The test parameters shall be set according to Table A.2.2.3-1 and the configuration of the downlink channels shall be set as defined in clause E.5 of TS 34.121-1 [3] according to UE capability.

4.1.1.2. A.2.2.4.2
Procedure

1)
Once the HSDPA connection is setup, set the parameters for propagation conditions, Ior levels, Ec/Ior, and Îor/Ioc according to Table A.2.2.3-2, as appropriate. The fading simulator shall be configured for static conditions as described in clause D.2.1 of TS 34.121-1 [3] or for fading conditions as described in table D.2.2.1.A of TS 34.121-1[3], as appropriate.

2)
Using the FTP client, begin FTP download from the application server of a file sufficient in size for the test duration outlined in Table A.2.1-1 and record Throughput T result. (This is iteration 1)

3)
Count the number of  NACK, ACK and statDTX on the UL HS-DPCCH during the test interval.

4)
Repeat steps 2 and 3 for iterations 2 through 5 within the same call as the first iteration.

5)
Calculate and record the average throughput of the five iterations.
6) Record the IP address type (IPv4 or IPv6) used during the file transfers.
7)
Record the overall number of  NACK, ACK and statDTX on the UL HS-DPCCH during the entire test for information.
8)
If the HSDPA connection setup needs to be re-established after the subtest, perform the initial HSDPA call setup in accordance with the initial conditions in clause A.2.2.4.1.

9)
Repeat steps 1 to 8 for each subtest in Table A.2.2.3-2, as appropriate. 
<< End of text proposal #2 >>







