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Introduction

What has happened after RAN5#48 (and outside of RAN5 territory)
RAN#49 plenary reviewed the question of an extension to RAN5 current ToR. As one could imagine the main topic was not "can we do it or not" rather "what would this mean if we do it". To answer such a question one, of course, needs to understand the detail of the likely scope such an extension might cover.

Unfortunately RAN, as was the case with RAN5 in Madrid, lacked this detail and, worst, during the discussion in RAN it turned out that even the proponents of the original LS (sent to RAN5) had differing ideas as to what should, and how it could, be achieved.

Unsurprisingly, under such circumstances, RAN concluded that without the details the subject was very wide to provide sufficient ground for a meaningful decision taking and consequently asked RAN5 (see RP-101025) to clarify in general the scope of work associated with performance related testing and in particular the scope of the first proposal (the end to end data throughput performance). 
In meantime GCF SG discussed the topic again at its SG#44 meeting. The discussion led to yet another LS sent to RAN5 (S-10-159r1) which aimed at bringing some light on what exactly was wanted.
The tasks set on RAN5 by RAN#59 are as follows:

1
To conduct an analysis of the possible future requirements ideally based on a prior coordinated input from interested parties, in order to define a common understanding of the objectives and likely scope of work.
2
To identify those test case areas that may be re-used or adapted to support the likely scope of work as well as identify the gaps in the current test specifications. Note, adaptation of existing procedures may result in the recording of actual performance results rather than having pass/fail criteria.

3
To analyse specific work item proposals in order to identify resource requirements (whether inside or outside RAN5) and to assess the feasibility of completion.

To accomplish the above it was suggested that an interest group should be formed under the RAN5 umbrella which should try to provide the expected good basis allowing for RAN to take the necessary decisions and/or provide the necessary recommendations. At RAN#49 Samsung volunteered to convene this work 
What has happened after RAN5#48 (on RAN5 territory)
The RAN5 Performance Testing interest e-mail group was officially formed on October 8, 2010.
As basic rules the following was adopted by the convener:

-
Although this is not an attempt to exclude any topic from discussion, for the time being concentrate only on the "End to end data throughput performance" and do not waist time of abstractly discussing any of the other possible performance testing areas listed in the original LS to RAN5#48 (from one side there is not sufficient information yet as what the industry's needs/expectations in those areas are and from another, it could be well expected that when RAN5 has more clear understanding of one of the areas RAN5 would be in a better position to asses other areas).

-
Exclude from this discussion the theoretical discussion on the subject of "can we do it or not". (could come to this at the end but start from the assumption that "Yes, we can").
Useful exchange of opinions happened between October 8 and November 5 (the period this document covers). In this number: extended input was provided by Qualcomm and Spirent, and valuable opinion was shared from Alcatel-Lucent, AT&T, Deutsche Telecom, Orange, Nokia, Samsung and ST Ericsson (in alphabetical order). In the next section a summary of the discussion is provided.

General

Terminology:

-
The term "End-to-end throughput" when used in this document (or in the present RAN5 discussion) shall be understood as the throughput at a UE application level being at "the end" of a chain of possible intermediate points where the throughput of data (sent by an application) can be measured. Examples of intermediate measurement points: LTE Layer 1, Data link layer, etc.; examples of application level end points: TCP, UDP, HTML, etc. It does not involve measuring throughput at any end point at the NWK side - it assumes usage of NWK simulator with statistically determined impact on the UE application data throughput.

-
The term "Internet Application" when used in this document (or in the present RAN5 discussion) shall be understood as a simplified all inclusive name of any possible (to be agreed upon) application in the UE, or the PC connected to the UE, which data throughput performance is to be assessed (measured)

When assessing the UE data throughput, measurements at different levels can be applied providing information of the performance of each of this levels, e.g.:

1
UE’s Radio link RF performance

2
UE’s Radio link protocol data processing performance (MAC, RLC, PDCP)

3
UE’s TCP/IP processing performance

4
UE’s Application and drivers processing performance

The RAN5 End-to-end Performance Testing is about 3 and 4 above which for the purpose of simplification could be named as UE's Internet Applications performance (comprising both 3 and 4).

Measurements at each of the above 4 levels could be applied independently in ideal conditions, as well as, in variable conditions of the underlying "level". The request from GCF asks for testing the UE's Internet Applications performance in various RF and scheduling conditions. This in itself means that performance measurements of e.g. UE’s TCP/IP processing performance when fading (not ideal RF) conditions are applied will represent the combined performance of 1 and 3 above.
This document aims at summarising the proposal(s) and comments for UE data throughput measurements being submitted to the RAN5 Performance Testing discussion. These are split in 2 sections: 1.1. Technical (how to do UE data throughput performance testing) and 1.2 Management (impact on RAN5 and other 3GPP WGs if we do it).

1
RAN5 Performance testing discussion proposals/comments

1.1
Technical

1.1.1
Topics Items List

The Items in the list below is based on various inputs to the RAN5 Performance testing discussion. Each Column from column 3 to the right contains comments raised or answers given by participants in the discussion (the source is not indicated). Any topic discussed which could not fit into this item list is indicated in section Miscellaneous below.

	No.
	Item
	Prop1
	Prop2

	0
	Overall approach
	Use “standard test equipment” to simulate the network, the air interface(s) and the radio channel conditions in the downlink (using fading simulator)

In addition to testing the data throughput in ideal RF conditions testing under various RF (e.g. fading) conditions should be done.
	

	1
	Definition of “end-to-end” (what are the end points?)
	Tethered connection: the end points are the (application running on the) PC connected to the UE and a Data Server adjacent to the (simulated) Core Network. In case of tethered connection, the PC drivers (typically, USB) also play a role in determining the data throughput.

Non-tethered connection: the end point is the (application running on the) UE itself. 
	

	2
	List of parameters to be measured

-
Throughput (at which layer?)

-
End-to-end delay?

-
Any others? 


	Throughput: all parameters are measured at Application Layer (see below)

-
Bytes transferred over TCP in a specified time in each direction

-
Bytes transferred over UDP in a specified time in each direction

End-to-end delay: round trip delay of PING packets originated at each end.

-
PING packets originated from Network side, typically end at the UE itself.

-
PING packets originated from PC connected to UE traverse thru the PC (USB) drivers.

No others at this time
	The Round Trip Latency (Ping) tests is used mainly to assess the round trip latency introduced by the NWK between the Server and the Client (and all intermediate nodes - servers - the communication goes through). This sort of testing is not usually used to indicate the latency introduced by the underlying protocols (layers) on the Client device.

Because what we are discussing in RAN5 Performance testing is a simulated NWK, testing the round trip latency will in reality mainly test the delay introduced by the SS (which is in this case the NWK) and will not give any benefits.

	3
	Test configuration

Test topography

-
Equipment to be used (UE, PC for the tethered mode, SS, Server(s), Faders, etc.)

-
Connection between different components and especially between UE and SS

...

UE Side specifics

-
Tethered mode would require reference laptop configuration

Link between UE and tethered laptop (USB, BT?)

-
Applications that need to be present in the UE for the Non-tethered case

...


	See above
	

	4
	Transport Layer protocol used for data transfer (TCP or UDP?)


	Both TCP and UDP measurements are relevant and required.

Why TCP transport?

-
Most of the applications that need reliable data transfers use TCP as transport layer.

-
The throughput is sensitive to the end-to-end delay.

-
Good for testing FTP/HTTP in bi-directional tests in asymmetric data rate links because the Downlink speeds are limited by Uplink speeds. For FTP/HTTP data transfers in one direction, the TCP ACKs are transmitted in the other direction, therefore delay in receiving TCP ACK in one direction negatively impacts FTP/HTTP throughput in the other direction

Why UDP transport?

-
The performance of UDP based data transfer, unlike TCP based transfer, is Operating System agnostic

-
Real-Time Transport Protocols used by most of Multi Media Applications are based on UDP protocol.

-
UDP Data Transfer in one direction (uplink/downlink) is not dependent on the other direction characteristics, unlike with TCP.


	

	5
	Application Layer protocol used for data transfer (FTP, TFTP, SFTP, HTTP, VoIP?)

FTP, TFTP, SFTP

-
Would require reference tool for FTP/TFTP/SFTP

-
Would require reference files for download/upload

-
Would require reference FTP/TFTP/SFTP server

-
Would require details on server and client side settings to be specified, such as:

-
TCP window size both at server and client (for FTP)

-
Rx buffer size and Send buffer size settings ( for both FTP and UDP)

-
Window scaling enabled/disabled

-
QoS scheduling 

-
Would require Transfer mode for FTP to be specified (e.g ASCII, or BINARY)

HTTP

-
Would require a reference browser

-
Would require a reference web page for download/upload speed test
	Protocol used: use FTP only.

Why not use TFTP, SFTP, HTTP, VoIP?

-
SFTP and HTTP both use TCP as transport. So it is redundant to use HTTP/SFTP protocols to test data throughput, when FTP protocol is used.

-
HTTP typically used to benchmark the browser’s rendering capabilities.

-
SFTP is process intensive and used to exercise the security engine within the UE.

-
TFTP typically used in embedded devices to update the firmware in a reliable way, using low footprint (avoiding using full-bloated TCP stack). TFTP is a request-response protocol, not a candidate for performance analysis. 

-
VoIP applications are diverse in nature and application compatibility is an issue.

Reference files for download/upload: use raw-data to benchmark UDP transfers

Reference FTP server: for discussion but one possible candidate is FileZilla as FTP server running on Windows 2003/2008 OS

Settings to be used:

-
The TCPWindowSize is derived based on the bandwidth-delay product for the particular RAB used in the test

-
The TCPWindowSize is adjusted to near even-multiple of TCP MTU. The Windows Scaling is enabled for all FTP transfers.

-
The socket buffer sizes are set to even-multiples of TCP MTU in use.

-
The FTP transfers are always carried out in Binary mode.

-
The contents of the files to be transferred over FTP are chosen in such a way that they are statistically random, with least compressibility.

-
No application level compression protocols are used to compress the FTP files.


	

	6
	Test environment:

-
Signal levels

-
Fading profiles

-
For LTE, number of Resource Blocks allocated for the user (e.g. 50, 10, 2, 1 etc)

-
Noise (interference) propagation conditions

	Signal levels:

-
Use “Sweep Tests” to characterize the UE performance within a limited range of power levels

Fading profiles:

-
For UMTS use 3GPP defined PB3, PA3, VA3, VA30, VA120 profiles and also clear channel.

-
For LTE use 3GPP defined EPA5, EVA5, EVA30, EVA70, HST profiles and also clear channel.

-
Use a number of SNR (25dB, 10dB and 0dB) values along with one of the above Fading profiles.

For LTE, number of Resource Blocks: not yet considered


	

	7
	Data transfer scenarios (DL/UL only, concurrent DL & UL?)
	FTP Transfers: all three of:

-
Uplink only

-
Downlink only

-
Bi-Directional (concurrent)

UDP Transfers: all three of:

-
Uplink only

-
Downlink only

-
Bi-Directional (concurrent)


	

	8
	Sample size to ensure statistical significance

-
Size of data transferred?

-
How many transfers should be performed before averaging results?
	Size of data transferred: the transfer Data (File) size is determined typically based on the fading profile in use. From our experience, the transfer duration should be a minimum of 60sec for a clear channel and 3 mins for a faded channel, so that the results observed are statistically significant.

How many transfers should be performed: from our experience the recommendation is 3-5 transfers for each scenario. This should show up most anomalies while keeping test-time to a minimum.
	

	9
	Consequences to application layer measurements from applying various RF / scheduling conditions (Lower layers factor(s) making impact on the UE over all Application (TCP/UDP) data rate performance).

Indicating the impact as part of the test method/description:

-
Providing lower layers performance measurements:

-
Measurement results for RF performance under fading, noise (interference) conditions?

-
Measurement results for DL performance?

-
Or explicitly specifying them into the test method?


	
	Achievable data rates in noisy fading conditions are rather low.

Although it is possible that higher layer problems/issues decrease the application layer throughput in this type of testing, the L1 modem performance is the dominating factor here.

Because in demanding fading conditions the L1 re-transmission rate is between 15% and 40% while higher layer re‑transmissions take place with a significantly smaller ratio

	10
	Radio Technologies

-
Can we use the same TC for different radio technologies?

-
Are there any specific issues that need to be addressed per technology

-
LTE Rel-8

-
Rel-5 W-CDMA
-
Rel-6 W-CDMA
-
Rel-7 W-CDMA
-
Rel-8 W-CDMA


	
	


1.1.2
Test Cases List

List of potential test cases resulting from proposed settings and conditions.
	Id
	TC Scope
	Conditions
	Comments

	A.1
	FTP “Sweep” test to characterize performance across a suitable range of Ior power levels with VA120 fading model and other parameters fixed
	FTP

Faded VA120

HS-PDSCH = -3 
Ior = range of values as follows:
-50 dBm
-60 dBm to – 75dBm in steps of 1db
-80 dBm
No Noise
	

	A.2
	UDP and FTP Performance tests using range of typical network conditions. Each test case is repeated for UDP and FTP
	Static
HS-PDSCH = -3
Ior = -65 dBm
	

	
	
	Faded PB3
HS-PDSCH = -3
Ior = -65 dBm
Noise = range of values as follows: 10 dB, 5db, 0dB
	

	
	
	Faded VA120
HS-PDSCH = -3
Ior = -65 dBm
Noise = range of values as follows: 10 dB, 5db, 0dB
	

	
	
	Faded PB3
HS-PDSCH = -6
Ior = -80 dBm
Noise = 5 dB
	

	
	
	Faded VA120
HS-PDSCH = -6
Ior = -80 dBm
Noise = 5 dB
	

	
	
	Static
R99 Uplink
HS-PDSCH = -3 
Ior = -65 dBm
	

	
	
	Static
HSUPA Uplink
HS-PDSCH = -3
Ior = -65 dBm
	

	A.3
	Round Trip Latency (Ping) tests
	Static
R99 Uplink
HS-PDSCH = -3
Ior = -65 dBm
	

	
	
	Static
HSUPA Uplink
HS-PDSCH = -3
Ior = -65 dBm
	

	A.4
	Sustained Data Transfer Tests all run just once under  “non-demanding” network conditions
	Alternating FTP (1 hour)
	

	
	
	Bi-Directional UDP (15 min.)
	

	
	
	Multi-RAB - Alternating FTP (10 transfers)
	

	
	
	Multi-RAB - Bidirectional UDP (10 minutes)
	


1.1.3
Miscellaneous

1.1.3.1
Issues with the ideal channel conditions scenario

The ideal channel conditions scenario is very demanding for the RF, since the highest possible L1 throughput requires a very high SNR from the RF. And in some cases a poor RF may dominate in throughput over higher layers’ issues in maximum throughput test cases.

Therefore, RAN5 needs to specify new requirements for the RF providers.

This scenario would also require new channel power settings that are optimized for a high throughput. At the same time, this scenario sets very high EVM requirements to test systems so that e.g. maximum possible 64QAM throughput is not limited by the test system’s EVM.

1.1.3.2
Variable Ref meas Channels (VRC) for UTRA and E-UTRA

Current RAN4 test cases for UTRA and E-UTRA in RAN4 is specified using the fixed reference measurement channels. For the kind of measurements requested by GCF operators then I believe these are not suitable to provide "realistic network scheduling conditions"  as it would be more relevant to have these measurements based on test procedure where the test system takes the UE reported CQI into account.

1.1.3.3
SS vendors issues with proposed test methodology

None so far.
1.2
Management

	No.
	Item
	Decision
	Comments

	1
	Impact on RAN5 work (time needed to do the development)?
	2 meeting cycles (?)
	

	2
	Impact on any other 3GPP WG (will any other 3GPP WG be involved - Which group and what topic)?
	None (?)
	

	3
	Approach towards Performance testing in general
	
	

	3.1
	Conduct an analysis of the possible future requirements ideally based on a prior coordinated input from interested parties, in order to define a common understanding of the objectives and likely scope of work.
	RAN5 need not to identify areas of performance testing rather RAN5 should act only upon external (e.g. GCF) reasonably detailed suggestion on case by case basis.
GCF has not provided detailed requirements for all areas GCF has identified in its first LS.

Consequently:

-
because as of this moment of time only one such suggestion has been submitted, RAN5 shall concentrate and consider only this suggestion, namely UE Internet Application data throughput under various simulated NWK conditions.

-
RAN5 should act on case by case basis applying similar approach to each, if any, of such proposals as the one used for the present one


	

	3.2
	To identify those test case areas that may be re-used or adapted to support the likely scope of work as well as identify the gaps in the current test specifications. Note, adaptation of existing procedures may result in the recording of actual performance results rather than having pass/fail criteria.
	See section 1.1 above
	

	3.3
	To analyse specific work item proposals in order to identify resource requirements (whether inside or outside RAN5) and to assess the feasibility of completion.
	The analyses in section 1.1 and the GCF LS to be used for drafting an WI.
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