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1 Introduction
In RAN5# 45, document R5-096104 [1] introduced simulation results of LTE UE demodulation performance for the minimum test time, required for each receiver performance test case. Minimum test time was decided to be in minimum number of subframes required for each test case to be run before any termination. The first values were introduced in latest TS 36.521-1 [2], with R5-096342r1 [3].
The purpose of this document is to provide further simulation results on the throughput reliability in demodulation performance scenarios and propose a final way forward. The results and summarized information are also proposed to be adopted in the next version of TS 36.521-1 [2].
2 Previous Simulations for RAN5#45
Due to the amount of available parameter combinations, simulations were agreed to follow the RAN4 demodulation framework for PDSCH performance. In other words, the simulations are done for each performance test case in TS 36.521-1 [2]. 

For WCDMA, the minimum test time was mostly dependent only on the speed in the fading profile [4]. For LTE, the parameter setup is much more complex and needs more dimensions. The start of this discussion was in a discussion proposing also to keep a shorter minimum test time as a goal for LTE [5].
The evaluation was done with the minimum test time in number of DL subframes reaching the final throughput within the range (i.e. corridor) of +/- 2%. 
Each test case was evaluated with 3 different seeds for 50 000 subframes, in order to reach the worst case scenario, where the target throughput should be either 30% or 70%, depending on a case. However, to speed up the simulation time, the simulations were performed at the requirement G level. So, even when the UE demodulator was based on a realistic receiver, all impairments were not taken into account. This brought the relative throughput level closer to 90%, or in some cases, in 100%.
To minimize the effect of lower confidence in the results, a bias was added to each case with the following equation. 

Minimum test time with bias = CEIL(minimum no of subframes / 1000) * 1000 + 1000

Agreement was to continue simulations from the results derived in R5-096104 [1] to add confident values and find results for missing test cases.
3 Comparison of Simulation Results
To account and add more relevance to the level of confidence in the previous simulations, the number of seeds was increased to 20. While the number of subframes in simulations was kept in 50 000, the G level was tuned to reach the corresponding relative throughput target level, instead of using the requirement noise level. 
The following table presents simulation results comparing the results from RAN5#45. 
Table 1 –Comparison of Simulations
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Given that we keep the same requirement, maximum of +/-2% variation (i.e. corridor) of the target throughput level, the results change quite a lot.  As the previous results were on lower confidence level, it was expected these could be fairly different when a higher confidence level was applied. 
The results are higher and the previous concern on HST scenarios (1.4 and 7.2) has now turned into reaching the simulation limit before reaching the +/-2% variation, along with five other scenarios. 

However, due to the varying change in the results comparison and taking that seven cases reached the subframe limit of 50 000 used in the simulations, further analysis was done to assess the threshold. 

4 Throughput Threshold
Since the simulation results of each scenario were quite different, the throughput curves were analyzed more carefully looking at the dB variation, and comparing it to the maximum relative throughput. Each curve has an individual slope coefficient that can be used to translate it into a maximum dB variance value. 
Here the slope coefficient was taken from throughput curves for each scenario and translated into dB variation, which both is shown in the following table. 
Table 2 – Throughput Variation in dBs
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As could be expected, looking at the three “I” columns where the 2% corridor results are translated into dBs, the dB variation may change depending on the test case. In the 2% corridor the dB variance is roughly between 0.1 and 0.3 dB, even if we do not look at the scenarios reaching the upper simulation limit, which is a fairly high variance between the scenarios when the minimum test time requirement is to follow the relative throughput behavior. 
Since in general, the dB variance is more interesting on the requirement behavior and has direct effect to the test results, a maximum variation in dB for each scenario can be compared with relative throughput variation to see the relation in short. Columns under “II” and “III” add variations with a fixed subframe amount of 10 000 and 50 000 respectively. 
First, we concentrate on the scenarios reaching the +/-2% target throughput by 50 000 subframes. By 50 000 subframes, all, except 2.2 (also close, 0.23dB) reach a maximum variation of +/-0.2dB, which is much better performance than what we accomplished with percentual target in relative throughput. This would be in favor of changing the requirement threshold to maximum variation in dBs.
Then, from the scenarios reaching the 50 000 subframes simulation limit, we eliminate the HST scenarios first (1.4 and 7.2) and discuss them later in the document. Most of the others reach quite close to maximum variation of +/-0.2dB, however, a few are in higher variance; 1.10 (0.28dB), 2.5 (0.25dB), and 7.3 (0.39dB).
In principle, these relative throughputs are expected to be in a tighter corridor with this approach, but also the dBs should be limited to a much lower value. Hence, the performance is also better protected.
5 Minimum Test Time in Maximum Variation of dB
Based on the previous chapter, the following table considers the minimum number of subframes in terms of maximum variance of +/-0.2dB in the throughput and lists the percentual variance to the relative throughput, adding also test case 8.3.2.1 to the previous.
Table 3 – Minimum Test Time in Maximum dB Variation
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The simulation results for the 8.3.2.1, user –specific reference symbol cases are for TDD. Since the simulation environment for FDD, the values are based on FDD, but could be translated into TDD as the other numbers.
The table also includes values for maximum variation of +/-0.4dB, but only to give perspective in which direction the results would go using a higher dB threshold. In case a tighter limit, such as +/-0.1dB would be introduced, it would need much more simulation capability and multiply the number of subframes. Over 2/3 of the scenarios reached the limit of 50 000 subframes before 0.1dB was found, and the rest were close to the limit.

Now, looking at the green results under “I” the variation in throughput lies around the previous 2% corridor, but has now a maximum of 0.2dB variance, which restricts the performance into a tighter window and still keeps the previous requirement of corridor  ”intact”. 
Then the yellow results have reached the limit, but all of them are around the corridor limit, which could be just limited to 50 000 subframes then. However, looking 1.10, 2.5, 7.3, and now also 11.4 (0.28dB) had higher dB variance at 50 000 subframes (table 2). Therefore, it is reasonable to assume these four scenarios need a higher number of subframes. Scenarios 1.10, 2.5, and 11.4 were less than 0.1dB from the target 0.2dB, where doubling subframes to 100 000 can be expected to lower the variance close enough to 0.2dB without higher order simulations being performed. Similarly, scenario 7.3 could be tripled to 150 000 subframes.
The two scenarios in red are HST scenarios, which are done on a static channel. And the throughput curves here are so steep (70%) that these can handle higher variation in percentage. E.g. for only 0.2dB variation, over 20% variation in relative throughput can be expected. Therefore, what has been used in WCDMA TS 34.121-1 [6] sounds reasonable as suggested in the email agreement of R5-096342r1 [3] after RAN5#45. The proposal was to use at least 2 times Doppler shift trajectory (7.2 seconds), but since there are no evidence on the performance we recommend using the same value as in TS 34.121-1, which is 4 cycles. This in subframes means; 4 x 7,2s * 1000 = 28 800 subframes.
6 Adding Bias and Non-active Subframes
The simulation results are for the active subframes and therefore, do not account for the non-active ones, nor any additional bias that might be in need. To account for all the subframes that are needed to test each test case, the following table has been prepared to demonstrate the actual minimum number of subframes (i.e. test time), including the non-active subframes in each test case’s method and the addition of bias decided in RAN5#45.
Table 4 – Minimum Test Time for Demodulation Performance Requirements
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For MNS values above 50 000, adding the bias is not necessary (~1% impact), but it was kept to keep the method consistent. 

7 Discussion and Summary
The simulation parameters, using 20 different seeds, are now reflecting to the normal test environment with relative throughput according to each test case. Overall, the MSN numbers can be considered final to the extent simulations have been performed. The numbers are fairly high, but for some cases it is important to increase the confidence. Otherwise, in existence of a high dB variance the test results could become unreliable. 
It could be questioned whether +/-0.2dB is enough or too little. If we take a look at the table 3, for +/-0.4dB values the throughput reaches a final target with around +/-5% variance. However, using that high value might need additional test tolerance on top of the test system uncertainty to cover the uncertainty of throughput. 
Then using numbers for +/-0.1dB (not shown in this document) would require very extensive simulations even to see where the throughput stays within 0.1dB, not to mention how high the MNS value would go from already fairly high numbers shown in table 4. With 50 000 subframes, 2/3 of the scenarios reached the limit as can be expected from the 0.2dB values in table 3. 
8 Proposal
For the scenarios mentioned in this documents the minimum test times, i.e. minimum number of subframes (MNS), should now be considered as final and adopted to the next version of TS 36.521-1 [2]. 
Nokia is prepared to do a CR for email agreement unless document R5-100571 cannot be revised. If neither of these is acceptable, the CR can be prepared for the next meeting, in RAN5#47. 
For the scenarios not mentioned in this document, the simulation results are expected be presented in the next meeting, in RAN5#47.

9 References
[1] 
R5-096104 Receiver Demodulation Throughput Simulations for Minimum Test Time (2009-10)

[2]
TS 36.521-1 v8.4.0
[3]
R5-096342r1 Minimum Test Time for Performance Tests

 [4]
T1R020032 Correction of minimum test times under fading. (2002)
[5]
R5-081193 Design goals for statistical testing. (2008)
[6]
TS 34.121-1 v8.9.0
PAGE  

