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1. Introduction:

The current BER test concept uses the binomial distribution.  The binomial distribution is based on independent occurance of errors.  Recent research from Rohde &Schwarz, Nokia and Motorola showed, that the assumption of independent errors is not correct. RAN 5 concluded to use  a reference distribution, derived from realistic simulations, for the construction of the pass fail limits, and reject the binomial distribution for this purpose. 
Nokia produced such BER simulations. 
These simulations of Nokia shall be used to generate pass fail limits for the BER test.
The following paper explains the method to derive the pass fail limit from the reference data set.
The Nokia simulations are structured as follows:
One simulation contains the number of errors per block, where a block contains 244 bits.
The entire simulation contains 10 millionen blocks.
b blocks contain 0 errors (1<<b<10 000 000)

(10 000 000 - b) blocks contain ne errors. (0<ne≤244)

The blocks in the dataset are arranged in the sequence, as they are produced by the simulation.

The average error ratio is 0.1% for the  Limit-DUT
A second data set contains the Bad-DUT: the average error ratio is 0.14%.
Limit-DUT:                                               Bad-DUT:
BER = 0.1%                                              BER = 0.14%

BLER = 3.2%                                           BLER = 4.4%
7.625 errors per block (average)              7.764 errors per block (average)               
2. Ergodicity
There is freedom to interpret the simulation as 10 million blocks  coming from one UE in sequence or  as 10 million blocks coming from a population of 10 million different UEs, having equal properties concerning BER. We assume that a mix of both interpretations is possible.  This assumption is called ergodic hypothesis and used extensively in the following. 
3. Concept
3.1 Concept outline
We use literally the naive concept of probability:

When P% of an infinite large population of DUTs is hit by a statistical event, then an individual of this population is hit by this event  with a probability of P%.

If 99.8% of the population of DUTs, all with BER on the specified limit, hit the pass limit during the test, then 1 DUT with BER on the specified limit is decided pass with 99.8% probability. The pass probability of 99.8% is regarded as given and the pass limit is derived from this, using Nokia’s data set. The same applies for the fail limit.
3.2 Concept elaboration
In the following this method is elaborated.

For this purpose we give Nokia’s data set a specific interpretation of ergodicity:

The series of blocks with 0 errors up to including the first block with error is associated to unit 1, where this unit may be a step in a sequence or a member in a population. The following series of blocks with 0 errors up to including the second block with error is associated to unit 2.  etc.

This way we get N units, each with a non zero preliminary BER. The weighted average BER of all units is the same, the entire data set has.

We arrange the N units into an array N = L * R

We interprete R as a number of different DUTs in a population, equal in BER . 

We interprete L as a sequence of preliminary BER values from one DUT.

We combine the sequence of preliminary BER values into a trajectory of preliminary BER values, beginning  from the short term BER up to more and more mature preliminary BER.
The Nokia data set for the Limit-DUT starts with 37 error free bocks followed by one block with 25 errors.
The first unit has a preliminary BER of 25/(38*244)=2.6963e-3

It follows 90 error free blocks followed by one block with 1 error.
The second unit has a preliminary BER of 1/(91*244)=4.5e-5

The combination of unit 1 with unit 2 has a preliminary BER of  (25+1)/((38+91)*244)=8.26e-4

The  L*R array is shown in the following:

	DUT 
	
	
	
	
	
	

	DUT R
	BER R1
	BER R2
	BER R3
	…
	BER RL
	

	
	…
	…
	…
	…
	…
	

	DUT 3
	BER 31
	BER 32
	BER 33
	…
	BER 3L
	

	DUT 2
	BER 21
	BER 22
	BER 23
	…
	BER 2L
	

	DUT 1
	2.6962e-3
	8.26e-4
	BER 13
	…
	BER 1L
	

	
	Step 1
	Step 2
	Step 3
	…
	Step L
	Sequ.Step


The first index at the preliminary BER value is the ordinal of the DUT, the second index is the ordinal of block error.
3.2.1 Construction of the Pass Limit
We process all DUTs up to the first block error. (first column)
Separate the DP% (e.g.1%) best BER values from the 100-DP% (e.g. 99%) worst BER values. The separation point is the first point of the Pass limit. 

Remove those DUTs from the population, which are passed.(delete complete rows)
Process all DUTs up to the second block error. (second column without deleted rows)

From this BER values, separate the 1% best BER values from the 99% worst BER values. The separation point is the second point of the Pass limit.

Remove those DUTs from the population, which are passed.

Continue this separation process, until 99.8% of the DUTs are passed.

This way we construct a series of BER values versus ordinal-of-block-error.

99.8% of the Limit-DUTs experience a pass.  This is the desired confidence level. The rest do not pass and are undecided.
DP% controls the selectivity and the test time. (DP% up ( selectivity and test time  down, provided the confidence level keeps constant) With the method to remove a constant fraction of the remaining population after each pass, the population decreases exponentially.
This method is called: One sided exponential separation method from the good side

3.2.1 Construction of the Fail Limit
To construct the fail curve, the data set for the Bad-DUT is employed. The L*R array is constructed accordingly. The separation process is done complementary:

Separate the DF% (e.g.1%) worst BER values from the 100-DF% (e.g. 99%) best BER values. The separation point is the first point of the Fail limit. 

Remove those DUTs from the population, which are failed.

From the remaining population, separate the 1% worst BER values from the 99% best BER values. The separation point is the second point of the Fail limit.

Remove those DUTs from the population, which are failed.

Continue this separation process, until 99.8% of the DUTs are failed. This method is called: One sided exponential separation method from the bad side

DP%=DF% and the max. ordinal-of-block-error are tuned, such that both curves intersect at their end. This leads to DP%=DF% =2.26% and ordinal-of-block-error = 272  
Note: this is a rather arbitrary decision.

4. Properties of  different Concepts

4.1 Concept 1 (One sided exponential separation method from the good side)


[image: image1]
In this concept only the Limit-DUT data set is employed. 

1) A Limit-DUT will be passed with 99.8% (confidence level)
2) DP%=2.26%

3) Max test time is 272 block errors. 

The relation between 1, 2 and 3 is: (1-0.0226)272=(1-0.998)

Max test time in terms of block errors: 272

Max test time in terms of bit errors: 2069

Max test time in terms of bits: 1,724,166  
(142sec for 12.2kbps)
The error free DUT passes after 70,760 bits
(5.8sec for 12.2kbps)
The average test time is 335,844 bits 

(27sec for 12.2kbps)
We applied the Nokia Data set for the Bad-DUT onto the pass limit.

13.62% were falsly  passed.

The average test time is 1,336,911 bits
4.1.1 Summary concept 1:

Only the Limit-DUT data set is employed to construct the limit. 

Hence the following properties are controlled and optimized:

Limit-DUT Confidence level
Limit-DUT Test time
Limit-DUT selectivity

The Bad-DUT data set is not employed to construct the limit. 

Hence the following properties are not controlled and not optimised, just derived from the limit: 

Bad-DUT Test time

Bad-DUT Confidence level 
Bad-DUT selectivity

Table: Concept 1 versus 34.121

	
	Average Test time

Limit-DUT
	Test time, error free DUT
	Max test time, bits
	Limit-DUT Confidence level
	Bad-DUT over pass limit

	Nokia ( Concept 1
	335,844 bits
	70760 bits
	1,724,166
	99.8%
	13.62% 

	Nokia  ( 34.121
	16,175 bits
	
	
	68.6%
	49.6% Note

	Independent error occurance ( 34.121
	  72,868 bits
	6200 bits
	   278,226
	99.8%
	0.2%


Note: The current test design in 34.121 has a very bad quality when applied to a realistic simulation. However not so extreme as the number shows. The Bad-DUT in Nokia’s data sets has BER=0.14%. This is better than the fail limit in 34.121, which was constructed for a Bad-DUT value of BER=0.15%. Hence a Bad-DUT(0.15%) will experience less false pass. 

4.1.1Properties of concept 1 for different DUT qualities
A DUT with BER on the specified limit will pass the test with 99.8% probability.
Note the assymmetry in this test concept: a Limit-DUT is wrongly failed with a probability of 0.2%, while a Bad-DUT is wrongly passed with a probability of 13.62%. 

Due to general properties of  cumulated probability functions (monotony…..) a better UE will pass with higher probability, and a worse with lower. The vertical limit in concept 1 indicates “undecided”. For practical measurement application it is artificially re-defined into “fail”. 
4.2 Concept 2 (One sided exponential separation method from the bad side)

This is not for practical use.
It is elaborated to show the properties of the test, complementary to concept 1. 

[image: image2]
In this concept only the Bad-DUT data set is employed. 

1) A Bad-DUT will be failed with 99.8% (confidence level)
2) DF%=2.26%

3) Max test time is 272 bock errors 

Max test time in terms of block errors: 272

Max test time in terms of bit errors: 2069

Max test time in terms of bits: 1,724,166

The average test time is 245 401 bits
We applied the Nokia Data set for the Limit-DUT onto the  pass limit.

16.65% were falsly  passed.

The average test time is 1 769 322 bits
4.2.1 Summary concept 2: 
Only the Bad-DUT data set is employed to construct the limit. 

Hence the following properties are controlled and optimized:

Bad-DUT Confidence level

Bad-DUT Test time

The Limit-DUT data set is not employed to construct the limit. 

Hence the following properties are not controlled and optimised, just derived from the limit: 

Limit-DUT Test time

Limit-DUT Confidence level 

Table: Concept 2 versus 34.121

	
	Average Test time

Bad-DUT
	Max test time, bits
	Bad-DUT Confidence level
	Limit-DUT over fail limit

	Nokia ( Concept 2
	245,401 bits
	1,724,166
	99.8%
	16.65%

	Nokia ( 34.121
	13,669 bits
	
	50.4%
	31.4%

	Independent (34.121
	  93,185 bits
	   278,226
	99.8%
	0.2%


4.3 Concept combination of 1&2



  



The pass limit (green) with its corresponding undecided (blue) was constructed independent from the fail limit (red) with its corresponding undecided (yellow). However,

we want to use the pass limit (green) together with  fail limit (red)  instead of the blue undecided. 
Or the same in other words:
we want to use the fail limit (red) together with  pass limit (green) instead of the yellow undecided.

This leads to the following statements:
Limit-DUTs: The  fail limit (red) deduces Limit-DUTs from the transition over the  undecided (blue). Hence less than 99.8% Limit-DUTs transit the pass curve. 

Bad-DUTs: The  pass limit (green) deduces Bad-DUTs from the transition over the  undecided (yellow). Hence less than 99.8% Bad-DUTs transit the fail curve.
This must be compensated.

However the compensation drives the test into a nearly meaningless test time.
We present an incomplete compensation:







The relation between

Confidence level (0.998)

Measure of selectivity (DP%=DF%=0.76923e-4 %)

Max number of block errors (2600) is: 

(1-0.76923e-6)2600=(1-0.998)

The two curves do not intersect:

Final normalized BER on the fail limit: 1.2485

Final normalized BER on the pass limit: 1.159

The Limit-DUT applied to the pass/undecided/fail limits result:

Pass:                 0.989998

Fail:               0.008107

Undecided:      0.001895
Average test time: 2,215,747 bits                      (181sec for 12.2 kbps)
Shortest test time (error free DUT): 169,445     (13.9sec for 12.2 kbps)
Max test time:17,105,263 bits


(1400sec for 12.2 kbps)
The Bad-DUT applied to the pass/undecided/fail limits result:

Fail:                 0.994006
Pass:               0.004010
Undecided:      0.001984

Average test time: 1,619,625 bits

Shortest test time (broken DUT): 13bits
Max test time: 17,105,263 bits
Table: Concept 1&2 versus 34.121

	
	Average Test time

Limit-DUT
	Test time error free DUT
	Max test time, bits
	Limit-DUT Confidence level
	Bad-DUT over pass limit

	Nokia (
Concept1&2
	2,215,747
	22,222 bits
	17,105,263
	99 %
	0.5%

	Nokia ( 34.121
	16,175 bits
	
	
	68.6% Note
	49.6% Note

	Independent ( 34.121
	  72,868 bits 
	6200 bits
	   278,226
	99.8%
	0.2%


Note: The current test design in 34.121 has a very bad quality when applied to a realistic simulation.
5. Proposal:

We propose to use concept 1.

5.1 Preliminary text proposal:

The System Simulator shall acquire complete blocks of 244 bits.

After 290 error free blocks in sequence, pass the DUT early.

Apply the table below according to:
Acquire blocks up to the first block error (including), calculate BER and compare it against the test limit. If BER ≤ test limit, then pass the DUT, otherwise continue the test.

Continue acquiring blocks up to the second block error (including), calculate BER and compare it against the test limit. If BER ≤ test limit, then pass the DUT, otherwise continue the test.

………… etc
Continue acquiring blocks up to the 272th block error (including), calculate BER and compare it against the test limit. If BER ≤ test limit, then pass the DUT, otherwise fail the DUT

Table: Numerical definition of the pass limit

	Ordinal of Block Error
	Test limit,

BER

   *e-4
	Ordinal of Block Error
	Test limit, BER

*e-3
	Ordinal of Block Error
	Test limit,

BER
*e-3
	Ordinal of Block Error
	Test limit, BER

*e-3

	1
	1.078516
	69
	1.062867
	137
	1.145823
	205
	1.184307

	2
	2.249100
	70
	1.065168
	138
	1.146715
	206
	1.184469

	3
	3.211402
	71
	1.066016
	139
	1.148191
	207
	1.184554

	4
	3.966155
	72
	1.068549
	140
	1.148623
	208
	1.184669

	5
	4.566108
	73
	1.070441
	141
	1.149083
	209
	1.184676

	6
	5.077615
	74
	1.072025
	142
	1.150291
	210
	1.185499

	7
	5.517024
	75
	1.074116
	143
	1.151247
	211
	1.186109

	8
	5.884826
	76
	1.076463
	144
	1.152634
	212
	1.186324

	9
	6.214727
	77
	1.078615
	145
	1.153463
	213
	1.186467

	10
	6.485318
	78
	1.080216
	146
	1.153936
	214
	1.186538

	11
	6.749090
	79
	1.082334
	147
	1.154441
	215
	1.186628

	12
	6.987027
	80
	1.083004
	148
	1.154525
	216
	1.186757

	13
	7.187104
	81
	1.085746
	149
	1.154879
	217
	1.186927

	14
	7.385935
	82
	1.087320
	150
	1.155998
	218
	1.187063

	15
	7.572209
	83
	1.088656
	151
	1.157609
	219
	1.187369

	16
	7.729718
	84
	1.090557
	152
	1.157745
	220
	1.187794

	17
	7.881463
	85
	1.091595
	153
	1.159054
	221
	1.187869

	18
	8.026252
	86
	1.092994
	154
	1.159141
	222
	1.188539

	19
	8.145170
	87
	1.094523
	155
	1.159509
	223
	1.188699

	20
	8.274293
	88
	1.096126
	156
	1.159642
	224
	1.188701

	21
	8.391040
	89
	1.097544
	157
	1.160897
	225
	1.188905

	22
	8.498905
	90
	1.099002
	158
	1.161410
	226
	1.189474

	23
	8.596561
	91
	1.100500
	159
	1.162250
	227
	1.189632

	24
	8.693492
	92
	1.101578
	160
	1.163184
	228
	1.189739

	25
	8.779463
	93
	1.103179
	161
	1.164189
	229
	1.190682

	26
	8.869586
	94
	1.104887
	162
	1.164201
	230
	1.190687

	27
	8.952331
	95
	1.105835
	163
	1.164337
	231
	1.190689

	28
	9.021895
	96
	1.107746
	164
	1.165370
	232
	1.190701

	29
	9.092683
	97
	1.108929
	165
	1.166023
	233
	1.190729

	30
	9.176093
	98
	1.109883
	166
	1.166147
	234
	1.190740

	31
	9.240101
	99
	1.111231
	167
	1.166619
	235
	1.191082

	32
	9.306162
	100
	1.112265
	168
	1.166827
	236
	1.191922

	33
	9.365227
	101
	1.113461
	169
	1.166936
	237
	1.192322

	34
	9.414611
	102
	1.114090
	170
	1.167610
	238
	1.192581

	35
	9.473950
	103
	1.115595
	171
	1.167972
	239
	1.193866

	36
	9.532689
	104
	1.116460
	172
	1.168725
	240
	1.194077

	37
	9.589215
	105
	1.116716
	173
	1.168731
	241
	1.194226

	38
	9.632747
	106
	1.117481
	174
	1.168734
	242
	1.194304

	39
	9.681167
	107
	1.119685
	175
	1.169273
	243
	1.194559

	40
	9.727299
	108
	1.120373
	176
	1.170345
	244
	1.195974

	41
	9.773778
	109
	1.120666
	177
	1.170352
	245
	1.195989

	42
	9.820544
	110
	1.122673
	178
	1.170371
	246
	1.196850

	43
	9.871964
	111
	1.124271
	179
	1.171071
	247
	1.196918

	44
	9.908440
	112
	1.125167
	180
	1.172354
	248
	1.197211

	45
	9.951799
	113
	1.125964
	181
	1.172386
	249
	1.197518

	46
	9.991169
	114
	1.126759
	182
	1.173376
	250
	1.197675

	47
	10.02825
	115
	1.128383
	183
	1.173451
	251
	1.197728

	48
	10.05784
	116
	1.129694
	184
	1.173502
	252
	1.197864

	49
	10.09396
	117
	1.130302
	185
	1.173508
	253
	1.197961

	50
	10.13237
	118
	1.131242
	186
	1.173702
	254
	1.198251

	51
	10.16796
	119
	1.131760
	187
	1.174170
	255
	1.198312

	52
	10.19459
	120
	1.133182
	188
	1.174863
	256
	1.198512

	53
	10.22619
	121
	1.133911
	189
	1.175851
	257
	1.198875

	54
	10.24590
	122
	1.134296
	190
	1.176982
	258
	1.198918

	55
	10.27604
	123
	1.136091
	191
	1.177195
	259
	1.198925

	56
	10.31007
	124
	1.137207
	192
	1.177830
	260
	1.199075

	57
	10.33522
	125
	1.137350
	193
	1.178052
	261
	1.199263

	58
	10.36850
	126
	1.138434
	194
	1.178114
	262
	1.199370

	59
	10.40233
	127
	1.139934
	195
	1.178466
	263
	1.199611

	60
	10.41843
	128
	1.140274
	196
	1.178586
	264
	1.199727

	61
	10.45104
	129
	1.140579
	197
	1.178921
	265
	1.199871

	62
	10.46711
	130
	1.140901
	198
	1.179330
	266
	1.200070

	63
	10.49777
	131
	1.142641
	199
	1.179652
	267
	1.200272

	64
	10.51998
	132
	1.142986
	200
	1.181125
	268
	1.200463

	65
	10.54129
	133
	1.143556
	201
	1.181721
	269
	1.201011

	66
	10.56393
	134
	1.145051
	202
	1.183272
	270
	1.202930

	67
	10.58828
	135
	1.145223
	203
	1.184014
	271
	1.203973

	68
	10.61132
	136
	1.145472
	204
	1.184240
	272
	1.20444


Note: The limit, calculated according to the rules above, is not monotonously increasing. This is an effect of insufficient number of members in the population. For an infinite number of members in the population a monotonously increasing limit can be expected. However the computational effort will increase to infinity. We applied some smoothing to achieve monotony. 

Annex

A.1 Pass limit

We present the pass limit graphically
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In concept 1 the red pass limit is used. The blue fail limit (concept 2) is not used. It serves to determine the endpoint of the pass limit.
A.2 General properties 
We display test time and pass probability versus DUT quality for two types of pass fail limits,
a) Pass/undecided-limit generated by method: One sided exponential separation method from the good side (concept 1) 
b) Pass/fail limit as currrently in 34.121

Note: This investigation was done for independent errors. We could not do this for the dependent errors, as there are only two qualities available.

It can be seen, that (a) is better in test time and better in selectivity for the Limit-DUT and better DUTs. It is extremely worse for the Bad-DUT and worse DUTs

(b) is well balanced for all DUT qualities. 
Pass/undecided limit 

Type: Pass/fail limit as currrently in 34.121


Test time versus DUT quality for Concept 1 and 34.121

[image: image4]
Pass probability versus DUT quality for Concept 1 and 34.121



The bend at the Limit and at the Bad-DUT is a measure of the selectivity. Concept 1 is better at the Limit and worse at the Bad-DUT compared to  the current test design in 34.121.
A.3 Reuse of the data set.
10 million blocks were separated into 320000 units. 320000 units were arranged into an array of R*L=1176*272
(R=1176=size of the population, L=272=length of the test sequence at 1 DUT)

During the separation process 99.8% of the population were passed and 0.2% remained undecided. 0.2% of 1176= 2.35. This is a number far to low to be treated statistically.

Instead we reused the Nokia data set repeated times. However not in its original form. We mixed the elements before re-using them. The mix and re-use process is  described and justified in the following.
A.3.1 Mixing target:

Every element in the dataset gets a new  random position in the sequence under the following side condition: no duplication, no loss.

A.3.2 Algorithm:
The first place in the new sequence is the element from the old sequence, determined by an equally distribued random number between 1 and 10 000 000.

The space in the old sequence is filled up by the last element in the old sequence.

After this the sequence is called old-1.

The second place in the new sequence is the element from the old-1 sequence, determined by an equally distribued random number between 1 and 10 000 000-1.

The space in the old-1 sequence is filled up by the last element in the old-1 sequence.

 After this the sequence is called old-2.

Etc.

A.3.3 Justification
We consumed 10 000 000 numbers from Nokia’s Data set for a population of 320 000 DUTs. This reaches up to the first error. To be precise we should generate further numbers by simulation. After infinite numbers the BER of the data set represents the true BER. The 10 000 000 numbers just represent a preliminary BER. With the mix and reuse process, we ignore this approximation towards the true BER. Instead we treat the Nokia Data set as true BER. The error of this approximation is estimated in the following.

This way we used 1 original data set and 271 mixed replica. 

A.3.4 Quality of the Nokia Data set
In R5-051129 several distributions we displayed derived from the Nokia data set. All distributions are wider by the factor of 3.2 compared to the binomial distribution. It can be assumed that the width of the 10 000 000 sample distribution is wider by the same factor. This allows to calculate a confidence intervall.

A.3.5 Result: 

The Nokia Data set represents a BER of 0.1%. The true BER is with 99.6 % probability in the range of 0.1-0.0006912 and 0.1004865%.  This is an extremely narrow confidence interval.  
A.4 BER Trajectories

In the following we present some BER trajectories in the pass fail decision diagram
1) for independent error occurance (yellow)
2) for dependent error occurance (Nokia Data set, green)
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As an effect of the wider distribution, the bit errors in the Nokia data set occur bursty, at the expense of long error free series. Hence, in the pass fail diagram, the Nokia BER trajectory is coarsly toothed, in contrast to the independent BER trajectory, which is more finely toothed. In the figure the pass fail limits are copied form 34.121. Graphically it can be concluded, that, for the same confidence level, the pass fail limits for dependent error occurance must be wider apart. 
A.5 Trade-off

A statistical test is determined by 3 parameters:

Test time, Selectivity, Confidence level.

1) Test time: The test time depends on the DUT quality:

1.1) Test time of the error free DUT

1.2) Average test times versus DUT quality (in the discussions above the average test time of the Limit-DUT was discussed and optimised)

1.3) maximum test time.

2) Confidence level (1- wrong decision probaility). The confidence level depends on the DUT quality 
2.1) Confidence level of the Limit-DUT (discussed and optimised above) 

2.2) Confidence level of the Bad-DUT 

3) Selectivity

The selectivity is the ability of the test to distinguish between adjacent DUT qualities. 

The Bad-DUT factor is an inverse measure of the selectivity.

Trade-off

Test time * Bad-DUT factor * Wrong decision probability = constant. 

This is not a scientific formula, but it shows the price for the improvement of one parameter,to be payed, by worsening the other parameters.

A.6 First Draft for Blocking Test

The blocking test is based on a confidence level of 0.02% instead of 0.2% for a single BER test. This is necessary to reduce the wrong decision propability of the entire test, which consists of 12750 repetions of a single BER test under different stress conditions. 
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The red pass limit is used. The blue fail limit is not used. It serves to determine the endpoint of the pass limit.

Maximum number of block errors: 600
Limit-DUT passes after 538452 bits
average test time of Limit-DUTs is 539056 bits (pass and fail)
0.999785 Limit-DUTs are passed (confidence level)
0.056643 Bad-DUTs are falsely passed

Average test time of Bad-DUTs is 2640831 bits
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