3GPP TSG-RAN WG4 #66 MIMO OTA Ad-hoc Meeting
R4-66AH-0017
Munich, Germany, 12-13 March, 2013
Source: 

Anite Telecoms Ltd, Elektrobit Corporation, Nokia Corporation, Spirent Communications, Motorola Mobility
Title: 
Analysis of Initial States of Different Channel Model Implementations 
Agenda Item:
5.2
Document for:
Discussion

1. Introduction
Do random initializations of channel model implementations impact the performance evaluation results of OTA channel model emulation? Some discussions and comparisons between the implementation methods – geometry based (i.e. sum-of-sinusoids) and correlation based (i.e. noise filtering) were reported in [1], [2] and [3]. The suggested conclusion from them was that for geometry based implementation, the single drop throughput simulation result depends heavily on the random initial phase of the implementation, but for a correlation based implementation, the throughput result does not depend on the random seed.  Another suggested conclusion of [1], [2] was that for the mentioned reasons the geometry based channel model implementation needs longer simulation times.

As stated in [4],  “… the filter method  and the Rice method result in identical stochastic processes” and hence both methods are capable of creating statistically equivalent models, where the filter method refers to correlation based implementation and the Rice method to the geometry based implementation. According to [4] the statistics of a geometry based model are fully specified by three parameter sets: the number of sinusoids, amplitudes of sinusoids, and frequencies of sinusoids. For any set of the three mentioned parameter values an infinite number of fading sequences can be realized, with different time behaviour, but identical statistical properties. The Doppler phases (=initial phases) have no influence on the statistical properties [4]. Both implementation methods converge with increasing number of sinusoids for sum-of-sinusoids and decreasing length of stationary segments for the stochastic approach [5].

In this contribution, we explain the different channel model implementations and clarify the concept of a channel drop. Furthermore, we examine the effect of initialization by performing a level crossing rate (LCR) and capacity simulations. Based on these experiments, we demonstrate that the initial phases do not have any significant impact on the final measured throughput, and that both geometric and correlation based implementations should not differ in the channel models they produce.
It is not clear from [1] if the same Doppler model was assumed in the comparison between the correlation and geometric models.  Previous discussions with the author of [1] indicate that they were different, wherein the correlation model used the classical Doppler assumption and the geometric model used the narrow angle spread cluster model for the Doppler.  If this was indeed the case, then direct comparison between the models is invalid. 
In this contribution, previously reported results from [12] have also been shown.  

2. Channel Model and Channel Drops

The OTA models adopted in 3GPP TR 37.977 are link level models sometimes called “CDL” or “TDL” for cluster delay line or tap delay line models.  They define the channel model with a specific path delay profile, and a specific path angle profile at the BS and MS. 
 

The drop model defined in SCM/E or Winner is a system simulation model.  Typically, over a series of D drops, the cell layout and the locations of the base stations are fixed, but the locations of the MSs are randomly varied at the beginning of each drop with a unique realization of the channel model. Hence, within a drop all channel propagation parameters describing the environment, antennas and motion are all fixed. So, every drop is a new channel realization with a new AoD, AoA, and PDP, therefore the channel model varies with each drop.
 

Defining a specific link simulation, which is typically done for measuring receiver performance is like selecting one drop, which is one channel realization.  This is how the models in 3GPP TR 37.977 are specified.  Evaluating a drop model is a system simulation, which evaluates performance over a large number of channel models.  These are not comparable.

For the purpose of measuring antenna + receiver performance in 3GPP TR 37.977 a few different link level models are specified. The idea of different drop models or system simulations is not considered in 3GPP TR 37.977.
The studies in this contribution have been performed on both the Urban Macro Model (UMa) and the Urban Micro Model (UMi), the parameters of both channel models have been defined as in [8]. This is similar to the models used in [1] and [2].
For the UMa case, only one “drop” is simulated, but with 150 different random initializations. Delay taps are summed up coherently to create a narrowband fading pattern. The applied time/distance sampling is 64 samples per half wavelength. In 2(2 MIMO simulations omni directional antennas with 0.5 wavelength separation were used at both ends of the link.
For the Urban Micro Model, 42 random initializations, of 1 second duration, with different initial state or random phase are simulated. The mobile speed is set to 30 Km/h. The eNodeB antenna configuration is a vertically polarized Omni-directional antenna array with 10 lambda separation at the BS.   An ideal dipole with 0.5 lambda spacing was used at the MS since we do not have the antenna response used in [1]; however this should not significantly impact the results.  
3. Level Crossing Rate using the SCM Urban Macro Model (UMa)
Level crossing rate of a fading pattern is the number of (e.g.) positive-going level crossings of a reference level in unit time [11]. We selected the reference level -12 dB, while the average level of fading coefficients is 0 dB. Instead of unit time, we normalized the LCR to level crossings per one wavelength distance.

Level crossing rates as a function of simulation length with two implementation methods are presented in Figure 1. The top most set of curves visualizes a number of level crossings at -12 dB level per wavelength for 150 different initializations of the geometry based implementation. Respectively, the middle set of curves depicts the correlation based implementation. The two curves on bottom are cumulative standard deviations of LCRs over 150 realizations for the geometric implementation and for the noise filtering implementation. With both methods the variation is similar and the STD curves follow each other closely. The average level crossing rate at -12dB level is 0.50 crossings/. The STD is 0.05 and 0.04 crossings/ with the geometric and correlation implementations, respectively.

Figure 2 illustrates the same standard deviations on the logarithmic scale. We can observe that up to about 200 wavelengths simulation length the curves are on top of each others. From 200 to 500 the geometric method has slightly higher variation between initializations. 
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Figure 1. The cumulative number of positive level crossing per 1 wavelength distance at -12dB level. 
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Figure 2. Standard deviation of the cumulative number of positive level crossing per 1 wavelength distance at -12dB level.
4. Ergodic channel capacity using the SCM Urban Macro Model (UMa) 
Ergodic channel capacity is calculated as the average over instantaneous channel capacities 
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The signal to noise ratio parameter SNR for the following simulations is selected to be 15 dB.

The simulated ergodic capacities and standard deviations of instantaneous capacities are illustrated in Figure 3. The ergodic (mean) capacity is simulated over 156.25 wavelengths (left) and 500 wavelengths (right) duration for each of 150 random initializations of the implementations. Also the standard deviations over fading patterns are shown on the bottom row figures. The numerical values are collected to Table 1 and Table 2. Mean values of ergodic capacities are close to each other’s with the both implementations. The actual comparison is done by observing the standard deviation of ergodic capacities over random initializations. With the shorter simulation length standard deviations are 0.09 and 0.04, which correspond to 1.2% and 0.5% variation of the ergodic capacity. The both numbers are minimal. With the longer simulation of 500 wavelengths the standard deviations get both to 0.06 bits/s/Hz.
We can conclude that the geometric based implementation results to slightly higher variation on shorter simulation length, but with longer simulation there is no difference. Overall the variation on both implementation methods is negligible and would probably be buried to measurement uncertainties in a real throughput measurement.

Table 1. Mean and standard deviation of ergodic capacities over 150 random initializations, with 156.25 wavelengths simulation length.

	156.25 
	Mean of ergodic capacities
	Std of ergodic capacities

	Geometric
	7.39
	0.09

	Noise filtering
	7.33
	0.04


Table 2. Mean and standard deviation of ergodic capacities over 150 random initializations, with 500 wavelengths simulation length.

	500 
	Mean of ergodic capacities
	Std of ergodic capacities

	Geometric
	7.15
	0.06

	Noise filtering
	7.30
	0.06
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Figure 3. Mean of instantaneous capacities over 156.25 wavelengths (top left) and 500 wavelengths (top right) per random seed. Standard deviation of instantaneous capacities over 156.25 wavelengths. 
5. Convergence using the SCME Urban Micro Model (UMi) 
Convergence is studied in [1] by selecting the best and worst throughputs obtained in a 1s interval from the 42 drops, which are shown below in Fig 4, which is a reproduction from [1].  Since each of these drops is different channel realizations, the capacity they will support in the channel is quite different, which is evident in the result shown below
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Figure 4.  Throughput from different channel realizations as a consequence of choosing different channel drops
However, in Fig 5, we have simulated the case when the same channel realization is used, and only the initial phases are randomized at the beginning of the simulated fading sequence, as per the definition of a drop.  This figure compares the channels with the initial phase vector that produces the best and worst throughput in Fig 1.  The results in Fig 5 indicate that the starting phases will converge quickly to a single throughput value that is representative of the given channel realization (SCME Urban micro-cell in this case).   
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Figure 5. Throughput for the same channel (SCME Urban micro-cell) with best and worst starting phase vectors selected by min & max throughput in a 1 second interval out of 42 random phase vector selections

6. Channel Capacity estimates using SCME Urban Micro Model (UMi) 
The results of Channel Capacity estimates using the SCME UMi model are presented in Fig 6.  (In this analysis the 50% Relative throughput is a scaled value based on a capacity estimate in bps/Hz from the SCME Urban micro-cell 2x2 MIMO channel.  This may be somewhat different than the more complex tool in [1], however there was not enough explanation given to reproduce that tool here.)
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Figure 6. Geometry-based model throughput variation over each drop (drop interval = 1 s)

As noted in Fig. 6, throughput variations are not large. The maximum throughput ratio is (min/max) 49.85/53.65 = 93%.  Moreover, Fig 6 demonstrates that the initial phase does not have a significant impact on the relative throughput estimate. 
Similar results have been reported in [1] for correlation based models. Fig. 7 reproduces the results from [1]. The throughput variation for this case is 42.5/45 = 94.4%.  
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Figure 7. Correlation-based model throughput variation over different implementation (simulation time = 5s)
Comparing these two results indicate that both methods are equivalent and produce similar throughput differences over a 1 second interval. These results confirm with the theory that both methods of channel generation are equivalent and produce similar results [4]. 

[1] Reports large variations in throughput for the geometry based model, shown in Fig 8.
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Figure 8. Geometry-based model throughput variation over each drop (drop interval = 1 s), with each drop creating a unique channel realization. 

Such variations are only possible if multiple trials from a drop model create multiple channel realizations, with unique AoDs, AoAs, PDPs, etc, and hence the results should vary in this case. Multiple trials from a single correlation matrix will result in the same “average” channel realization and hence the results should not vary significantly. This can be seen from Fig. 6.  
7. Conclusion
In this contribution we have compared geometry based implementations and correlation based implementations with level crossing rate and the ergodic capacity as figures of merit for both the Urban Macro (UMa) and the Urban Micro (UMi) channel models. Based on the above comparisons we can conclude that:
a. Random initialization doesn’t have an impact on temporal variation of channel realizations with the geometric based implementation compared to the correlation based implementation. 

b. Both methods have equal variation of ergodic capacity over random initializations.

c. The geometry based channel model implementation doesn’t require longer simulation or measurement times than the correlation based implementations.

d. The results are similar for both the Urban Macro (UMa) and Urban Micro (UMi) channel models. 
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