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1. Background
In this contribution we address RSTD accuracy and present link results for the synchronous network scenario.
2. Simulation Assumptions
The assumptions used in the simulations presented in the current contribution are based on those presented in [1]. The following cell ID combinations are considerd in the contribution in order to study the impact of presence of colored noise,
· <0, 1, 2>
· <0, 3, 6>

· <0, 6, 12>

The first cell (the cell with cell ID 0) is assumed to be always the serving cell. The assumed timing shift with respect to the serving cell at the UE location is <0, 0, CP/2>, where CP is the normal cyclic prefix length of 4.6 (s. One positioning occasion with two and six non-coherently accumulated subframes are considered in the simulations, with no muting. The statistics is collected over 1000 realizations. Table 1 summarizes the simulations assumptions. In the following subsections we provide further details on some link simulation assumptions, e.g. deriving Ês/Noc from a given set of SINRs and cell IDs detection threshold setting.
2.1. Deriving Ês/Noc values from SINRs obtained by system simulations

A system simulation framework has been conducted during in RAN4 during several last meetings. One intention with those simulations has been to identify combinations of SINR values to be used later in link simulations for defining RAN4 requirements for RSTD measurements and cell detection time. A set of cells in link simulations, however, is limited (a three cell scenario has been agreed in [1]), which will also be in live tests. A common way to model interference in link simulations and test environments is by adopting the assumption that the other cell interference and noise can be modelled as AWGN. With positioning subframes, however, situations where one strong interference is present may be expected (e.g., when a UE located closely to the serving eNodeB is measuring a eighbor cell that may use the same PRS pattern as the servig cell).
Therefore, for each measured cell, we explicitely model interference from two other cells and assumed AWGN for other cell interference and noise. Since the output from system simulations has been a set of SINRs, there is a need to relate the sets of SINRs to Ês/Noc values that are to be used as input to link simulations. The mapping can be done by solving the system of equations: 
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where x is a column vector of Ês/Noc values (unknowns), (  is the column vector of the given SINRs, and A and B are the matrices multiplied element-wise and defined as follows,
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The Ês/Noc combinations found for the SINR and cell ID combinations used for the link simulations in this contribution are shown in Appendix B.
2.2. Detection thresholds
The detection algorithms searches for the first peak which is

· within a first peak threshold (8 dB in the simulations) set with respect to the highest peak,

· higher than a detection threshold set with respect to interference plus noise.

In the simulations, we have used adaptive detection threshold, which in general depends on the relation between the AWGN part of the interference and the interference coming from QSPK-modulated signals. The methodology for setting adaptive detection thresholds is presented in Appendix A. The obtained thresholds are shown in Appendix B for the parameter combinations used in the simulations, assuming all other parameters as earlier agreed [1]. 

Table 1: A summary of simulation assumptions for the studied scenarios
	Parameter
	Value

	Cell layout
	3 cells at distinct locations as in Figure 1 in [1], Case 1

	Cell ID combinations
	<0, 1, 2>, 
<0, 3, 6>,
<0, 6, 12>

	Network synchronization
	Synchronous with time shifts <0, 0, CP/2>

	Duplex modes
	FDD

	Data and CCH load
	100%

	Cyclic prefix
	Normal

	DRX
	OFF

	Carrier frequency 
	2 GHz

	UE speed
	3 km/h

	Carrier bandwidth
	1.4 MHz
10 MHz

	Channel model
	ETU

	Noc (does not include received powers of the three simulated cells), [dBm/15kHz]
	AWGN,  -98 dBm

	Ês/Noc for three cells, [dB]
	<-6,-13,-13>,

<6,-13,-13>

	Number of transmit antennas
	PRS
	1

	
	CRS
	2

	Number of receive antennas
	2 equal-gain uncorrelated antennas

	Positioning subframes
	LIS (no presence of PDSCH in PRBs containing PRS),

full or partial alignment

	Number of consecutive positioning subframes
	2 and 6,

non-coherent accumulation

	Number of positioning occasions for a positioning fix
	1

	PRS pattern
	6-reuse in frequency, vshift = mod(PCI,6)

	PRS transmission bandwidth
	Full carrier bandwidth

	Measurement bandwidth
	Full carrier bandwidth

	First-peak threshold
	8 dB

	Detection threshold
	adaptive (see Appendix A)


3. Simulation Results
The simulation results for Case 1 with 1.4 MHz and 10 MHz bandwidth are shown in Table 2 and Table 3, respectively. ETU channel model has been assumed. For 1.4 MHz, only 6 consecutive non-coherently accumulated subframes (Nsf =6) are assumed because it has been shown earlier by system simulations that with the number of non-coherently accumulated subframes less than six the reference positioning accuracy requirements are likely to be not met. It can also be observed from the table that the detection probabilities of cells 2 and 3 are not very high, unlike with 10 MHz.
Cell 1 (with zero cell ID) is always the reference cell for RSTD measurements and thus not shown in the tables. RSTD error, measured in Ts, and detection probability are shown for each of the other two cells. The RSTD error is shown for the 90th percentile over 1000 realizations in each scenario, where the occasions when a cell is not detected are excluded from the CDF. Overall, one can observe that in the most of the considered scenarios the RSTD error varies in the range between 1 Ts and 6 Ts and in general the error reduces with more accumulations. The errors are expected to slightly increase in the asynchronous scenario for the same inter-site distnace.  
Table 2: 1.4 MHz, synchronous network
	Nsf
	Cell IDs
	SINRs [dB]
	Cell 2
	Cell 3

	
	
	
	RSTD error, [Ts]
	Pdet, [%]
	RSTD error, [Ts]
	Pdet, [%]

	6
	<0,1,2>
	<-6,-13,-13>
	4.4
	78.0
	3.0
	64.0

	
	
	<6,-13,-13>
	3.5
	78.0
	2.5
	58.0

	
	<0,3,6>
	<-6,-13,-13>
	4.1
	78.0
	3.0
	67.0

	
	
	<6,-13,-13>
	3.7
	78.0
	2.1
	61.0

	
	<0,6,12>
	<-6,-13,-13>
	4.1
	68.0
	2.1
	68.0

	
	
	<6,-13,-13>
	2.8
	64.0
	2.3
	75.0


Table 3: 10 MHz, , synchronous network
	Nsf
	Cell IDs
	SINRs [dB]
	Cell 2
	Cell 3

	
	
	
	RSTD error, [Ts]
	Pdet, [%]
	RSTD error, [Ts]
	Pdet, [%]

	6
	<0,1,2>
	<-6,-13,-13>
	1.6
	100.0
	1.2
	100.0

	
	
	<6,-13,-13>
	1.5
	100.0
	1.0
	100.0

	
	<0,3,6>
	<-6,-13,-13>
	1.1
	100.0
	0.9
	100.0

	
	
	<6,-13,-13>
	1.0
	100.0
	1.0
	100.0

	
	<0,6,12>
	<-6,-13,-13>
	1.6
	100.0
	1.5
	100.0

	
	
	<6,-13,-13>
	1.7
	100.0
	0.8
	100.0

	2
	<0,1,2>
	<-6,-13,-13>
	4.7
	99.0
	5.4
	100.0

	
	
	<6,-13,-13>
	4.3
	99.0
	5.5
	100.0

	
	<0,3,6>
	<-6,-13,-13>
	5.3
	99.0
	5.7
	100.0

	
	
	<6,-13,-13>
	5.3
	99.0
	4.8
	99.0

	
	<0,6,12>
	<-6,-13,-13>
	5.2
	99.0
	5.5
	100.0

	
	
	<6,-13,-13>
	5.3
	100.0
	5.4
	100.0


4. Summary
We have presented link simulation results for a study on positioning RSTD errors for 1.4 MHz and 10 MHz for the Case 1 synchronous scenario. The results can be used as a basis for defining RSTD report mapping.
References
[1] R4-094533, Proposed link-level simulation assumptions for defining OTDOA RSTD requirements, Nov. 2009.
Appendix A
The selection of a detection threshold is a compromise between detection probability and probability of false alarms.  In order to derive the thresholds some assumption has to be made about the noise statistics in the correlation sum. Normally, it is assumed that the received signal consists of the desired signal plus additive Gaussian noise.  In reality it is most likely that interference from other eNodeBs is dominating, which is especially crucial with OTDOA positioning where signals from multiple cells needs to be detected. This interference has different characteristics than Gaussian noise and this needs to be accounted for in the selection detection thresholds. Otherwise the number of false alarms may become too large and the positioning accuracy will then deteriorate. One way to model this situation is to assume that the additive noise term is a mix of a QPSK-modulated signal and Gaussian signal. Below we briefly describe an approach for setting thresholds in presence of a dominant QPSK modulated interfering signal, which has been used in the discussed link simulations. Finding a threshold is a four-step procedure:

1. Approximate the power 
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2. Approximate the power 
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3. Estimate 
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4. Calculate detection threshold
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Step 1
The power at the normalized correlator output assuming QPSK-modulated input signals at the 
[image: image12.wmf]fa

P

-

1

 level can be approximated as follows,


[image: image13.wmf]M

P

F

fa

QPSK

2

)

1

(

1

-

»

-

n

,

where 
[image: image14.wmf])

1

(

1

fa

P

F

-

-

is the inverse of the cumulative distribution function of two squared BPSK sums with N terms at 
[image: image15.wmf]fa

P

-

1

 level, 
[image: image16.wmf]fa

P

 is the false alarm probability as a function of 
[image: image17.wmf]tot

fa

P

_

, 
[image: image18.wmf]ncells

, and 
[image: image19.wmf]W

, e.g.  
[image: image20.wmf]W

ncells

P

tot

fa

×

_

, where 
[image: image21.wmf]tot

fa

P

_

 is the target on the total false alarm probability, 
[image: image22.wmf]ncells

 is the number of measured cells, 
[image: image23.wmf]W

 is the number of delays searched by UE, 
[image: image24.wmf]M

and 
[image: image25.wmf]N

 are the number of non-coherent and coherent segments received by all UE receivers, respectively.

Step 2
The power at the normalized correlator output assuming Gaussian input signal at the 
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 level. The approximation follows from the observation that the correlator output is the sum of squares of Gaussian variables and is thus -distributed.
Step 3

It can be shown that an estimate of 
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Appendix B

Table 4: Adaptive detection thresholds for various scenarios (synchronous network), [dB]
	<cellID1,  cellID2, cellID3>
	<(1, (2, (3>, [dB]
	<(Ês/Noc)1, (Ês/Noc)2, (Ês/Noc)3>,

[dB]
	PRS bandwidth, [MHz]
	Nsf
	Average detection threshold 
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	Cell 1
	Cell 2
	Cell 3

	<0, 1, 2>
	<-6, -13, -13>
	<-6, -13, -13>
	1.4
	6
	4.43
	4.38
	4.37

	
	
	
	10
	2
	7.19
	7.23
	7.11

	
	
	
	
	6
	4.78
	4.66
	4.75

	
	<6, -13, -13>
	<6, -13, -13>
	1.4
	6
	4.82
	4.37
	4.27

	
	
	
	10
	2
	7.65
	7.24
	7.11

	
	
	
	
	6
	5.11
	4.66
	4.66

	<0, 3, 6>
	<-6, -13, -13>
	<-5.7, -13.0, -12.0>
	1.4
	6
	4.48
	4.45
	4.27

	
	
	
	10
	2
	7.19
	7.13
	7.17

	
	
	
	
	6
	4.81
	4.77
	4.73

	
	<6, -13, -13>
	<7.2, -13.0, -5.1>
	1.4
	6
	4.82
	4.76
	4.29

	
	
	
	10
	2
	7.65
	7.51
	7.15

	
	
	
	
	6
	5.14
	4.97
	4.73

	<0, 6, 12>
	<-6, -13, -13>
	<-5.4, -11.7, -11.7>
	1.4
	6
	4.48
	4.48
	4.45

	
	
	
	10
	2
	7.27
	7.28
	7.25

	
	
	
	
	6
	4.80    
	4.80
	4.76

	
	<6, -13, -13>
	<8.76, -3.48, -3.6>
	1.4
	6
	4.83        
	4.83
	4.77

	
	
	
	10
	2
	7.67
	7.67
	7.53

	
	
	
	
	6
	5.13        
	5.14
	4.98
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