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1 Introduction

HeNB interference management based on mapping between PCIs and resource allocation patterns has been proposed in [1] and [2]. The centralized coordinator in the proposed scheme forms an adjacency graph of all HeNBs, and generates a set of transmission patterns and a function which maps transmission patterns to PCIs. A transmission pattern shows a profile of maximum Tx power for each PRB or group of PRBs. This coordinator informs, to all (H)eNBs, these transmission patterns and the mapping function. Each HeNBs uses the PRBs according to the transmission pattern corresponding to its PCI. This PCI mapping based interference management has the following advantages:
· not require any additional complexity in HeNB
· not demand UEs to decode MIB and/or SIBs of neighbouring cells, which is beneficial in terms of UE battery consumption
· effective in interference mitigation between MeNB and HeNB as well as between HeNBs
· not require frequent reallocation of resources. Frequent reallocation leads to a high complexity of signaling and makes the network very unstable.

The centralized coordinator needs an algorithm for generating a set of transmission patterns. In [1], we have proposed a method for designing a set of transmission patterns based on mutually orthogonal Latin squares. It should be noted that the PCI mapping based interference management scheme does not preclude the coordinator using any other algorithm for generating transmission patterns. 
In [2], we have evaluated the interference mitigating scheme based on mutually orthogonal Latin squares. That evaluation in [2] has been based on theoretical channel capacity. Some companies want the proposed algorithm to be evaluated based on real throughput. In this contribution, we show simulation results based on real throughput, and finally propose a text to be captured in TR 36.921.
2 Simulation results
In this contribution, we present evaluation results based on real throughput assuming bursty traffic and full buffer traffic. The following three schemes are evaluated:

· frequency reuse 1 with no coordination
· orthogonal resource allocation between HeNBs based on colouring of jamming graphs (we denote this scheme as  OA_JG in the followings)
· interference management scheme based on mutually orthogonal Latin squares (we denote this scheme as MOLS in the followings)

In orthogonal resource allocation between HeNBs based on colouring of jamming graphs, a jamming graph is defined, where the node and the edge denote an active HeNB and a jamming condition between HeNBs, respectively. A jamming condition is declared when the channel gain difference between the interfering and serving links exceed a certain threshold. The constructed jamming graph is coloured by using a distributed graph colouring algorithm [3].
In the evaluation, the 5x5 grid model in [4] is used. A single UE is associated with a HeNB. Both HeNB and UE are randomly dropped in the apartment with a uniform distribution. We use a bursty traffic model. The simulation parameters mostly follow the evaluation methodology in [4] with some specific parameters listed in Table 2.1
Table 2.1 System simulation parameters
	Parameter
	HeNB

	Cellular Layout
	5x5 grid model

	Path loss model
	PL(dB) = 127+30log10(R/1000)

	Shadowing standard deviation
	10 dB

	Exterior wall penetration loss 
	10 dB

	Antenna pattern
	Omni-directional

	Maximum HeNB TX power
	20 dBm

	Carrier bandwidth
	10 MHz

	Number of active HUEs per HeNB
	1

	Traffic model
	Bursty, Full buffer

	Overhead
	30% (including reference signal, and DL control channel)

	Number of Tx/Rx antennas
	SISO


Fig. 2.1 – Fig. 2.3 show the instantaneous DL throughput for various utilization ratios, where the utilization ratio is defined by the probability that the buffer of a HeNB is not empty. Accordingly, a bursty traffic with a utilization ratio of 1 is equivalent to full buffer traffic. 
Full reuse means frequency reuse 1 with no coordination. We have evaluated the jamming-graph-colouring-based orthogonal resource allocation scheme with 8dB, 0dB, and -6dB threshold. The proposed scheme can also have different levels of interference orthogonalization. F/G is the ratio of the number of assigned PRBs to the number of total PRBs. With a smaller ratio of F/G, we have a higher level of interference orthogonalization. In case of (G:10 F:4), accordingly, each HeNB uses 20 PRBs out of 50 PRBs. 
Fig. 2.1 – Fig. 2.3 show instantaneous DL throughput of the evaluated schemes. Table 2.2 summarizes the x-percentile instantaneous DL throughput. From these figures and the table, we observe the followings:
a Both the proposed scheme and jamming-graph-colouring-based orthogonal resource allocation scheme can provide much better fairness compared to frequency reuse 1 without coordination

b At a low or medium utilization ratio,
b-1 The proposed scheme (MOLS) can provide most of users with much higher throughput than the jamming-graph-colouring-based orthogonal resource allocation scheme (OA_JG) in case of a medium to high level of interference orthogonalization such as threshold -6 or 0 dB.

b-2 In case of a low level of interference orthogonalization such as threshold = 8dB, the MOLS provides low-throughput users with much higher throughput than the OA_JG at a cost of small loss in throughput of very-high-throughput users.
c At a very high utilization ratio,
c-1 At a high level of interference orthogonalization, the MOLS provides low-throughput users with much higher throughput than the OA_JG at a cost of small loss in throughput of very-high-throughput users
As a whole, we can conclude that the MOLS is superior to the OA_JG. Specifically, the MOLS outperforms the OA-JG in case of a low or medium utilization ratio and/or a high level of interference orthogonalization. These results generally coincide with the results based on theoretical channel capacity in [2].
3 Text proposal

Considering the effectiveness of the proposed interference mitigation scheme in [1]-[2], we propose that the following text be captured in Section 7.2.2 of TR 36.921
--- Start Text Proposal ---
7.2.2 Data Channel Protection

7.2.2.X Downlink interference management based on mapping between PCIs and transmission patterns
Interference Management based on mapping between PCIs and transmission patterns requires a centralized coordinator. The centralized coordinator generates a number of transmission patterns and a function which maps transmission patterns to PCIs, and then sends to all cells the information of transmission patterns and the mapping function. The essentials of this scheme are as follows:

· When powered on, a HeNB will listen to neighboring cell transmissions, determine the Cell ID of these neighboring HeNBs, and report them to the centralized coordinator. 
· The centralized coordinator can form an adjacency graph of all HeNBs based on the reports from each HeNB as well as its UEs.

· Given the adjacency graph, the centralized coordinator determines the followings semi-statically: 

· a set of transmission patterns; A pattern shows a profile of maximum Tx power for each PRB or group of PRBs

· a function which maps transmission patterns to PCIs

· The centralized coordinator notifies to HeNBs and MeNBs of the followings via S1 signaling.

· the set of transmission patterns

· the function which maps transmission patterns to PCIs

· This notification makes it possible that all cells share the information of the transmission patterns and the mapping between the patterns and PCIs.

· HeNB should use PRBs according to the transmission pattern corresponding to its PCI.

Downlink interference management can be done as follows:

If a UE connected to a serving (H)eNB is close to a neighbouring HeNB, the downlink of the UE can be severely degraded due to high interference from the neighbouring HeNB. The serving (H)eNB can be macro eNB or HeNB. The UE detects the PCI and measures the RSRP of the neighbouring HeNB, and reports these to the serving (H)eNB. Because of the sharing of the information of the transmission patterns and the mapping between these patterns and PCI, the serving (H)eNB knows the transmission pattern of the neighbouring HeNB that the UE is close to. This makes it possible for the serving (H)eNB to allocate downlink resource such that the UE is not severely interfered by the neighbouring HeNB on its downlink.
--- End of Text Proposal ---
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Fig. 2.1 utilization ratio = 0.2
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Fig. 2.2 utilization ratio = 0.5
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Fig. 2.3 utilization ratio = 1.0
Table 2.2 x-percentile instantaneous DL throughput
	Utilization ratio
	Scheme
	x-percentile instantaneous DL throughput

	
	
	5%
	10%
	50%
	90%
	95%

	0.2
	MOLS G:10, F:1 
	2.557 
	2.576 
	2.669 
	2.697 
	2.697 

	
	MOLS G:10, F:2 
	5.113 
	5.162 
	5.336 
	5.392 
	5.392 

	
	MOLS G:10, F:3
	5.775 
	7.626 
	8.088 
	8.088 
	8.088 

	
	MOLS G:10, F:4
	3.332 
	8.104 
	10.749 
	10.784 
	10.784 

	
	MOLS G:10, F:5
	2.612 
	6.486 
	13.480 
	13.480 
	13.480 

	
	OA_JG : Threshold -6
	1.070 
	1.078 
	1.617 
	3.235 
	3.774 

	
	OA_JG : Threshold 0
	1.077 
	1.616 
	3.140 
	5.391 
	6.470 

	
	OA_JG : Threshold 8
	1.610 
	2.689 
	6.400 
	13.196 
	13.482 

	
	Full Reuse 
	0.000 
	0.637 
	22.360 
	27.012 
	27.012 

	0.5
	MOLS G:10, F:1 
	2.467 
	2.581 
	2.659 
	2.697 
	2.697 

	
	MOLS G:10, F:2 
	2.044 
	3.455 
	5.375 
	5.393 
	5.393 

	
	MOLS G:10, F:3
	0.709 
	1.325 
	8.090 
	8.090 
	8.090 

	
	MOLS G:10, F:4
	0.567 
	0.936 
	9.957 
	10.786 
	10.786 

	
	MOLS G:10, F:5
	0.548 
	0.774 
	10.701 
	13.483 
	13.483 

	
	OA_JG : Threshold -6
	0.818 
	1.078 
	1.617 
	3.235 
	3.775 

	
	OA_JG : Threshold 0
	0.705 
	1.178 
	2.694 
	5.392 
	6.471 

	
	OA_JG : Threshold 8
	0.547 
	1.430 
	5.389 
	9.167 
	13.436 

	
	Full Reuse 
	0.000 
	0.000 
	8.927 
	27.025 
	27.025 

	1.0
	MOLS G:10, F:1 
	0.930 
	1.574 
	2.697 
	2.697 
	2.697 

	
	MOLS G:10, F:2 
	0.337 
	0.497 
	4.755 
	5.394 
	5.394 

	
	MOLS G:10, F:3
	0.315 
	0.424 
	4.316 
	8.090 
	8.090 

	
	MOLS G:10, F:4
	0.279 
	0.418 
	3.524 
	10.787 
	10.787 

	
	MOLS G:10, F:5
	0.245 
	0.400 
	3.546 
	13.484 
	13.484 

	
	OA_JG : Threshold -6
	0.512 
	1.057 
	1.712 
	3.236 
	3.749 

	
	OA_JG : Threshold 0
	0.267 
	0.771 
	2.695 
	5.275 
	5.392 

	
	OA_JG : Threshold 8
	0.000 
	0.436 
	4.071 
	9.166 
	12.328 

	
	Full Reuse 
	0.000 
	0.000 
	4.406 
	27.033 
	27.033 


