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1. Introduction
A final call for text proposals regarding the TR 25.9xx document for MIMO OTA testing have recently been placed [1]. 

Previous documents include the methodologies for several anechoic chamber candidates [2-4] and one reverberation chamber candidate [5-6].

The objective of this contribution is to present the sample selection technique for standardized and arbitrary channel model emulation using a mode-stirred chamber [7-9].

This contribution was produced with the help of EMITE Ing, a supplier of mode-stirred chambers for single and multi-antenna OTA passive and active measurements. 

2. Discussion
2.1 Mode-Stirred Chambers

A multipath environment can be generated artificially in a Mode-Stirred Chamber (MSC). Unlike conventional reverberation chambers (RCs), where only one cavity is used, MSCs may contain more than one metal cavity. Cavities are coupled by diverse means in order to provide for some control of a complex multipath environment consisting on diverse clusters with different fading characteristics. A possibility is to use a metal plate with different-size irises, which can pose a limitation on which modes are coupled to the main cavity and also enlarge the delay spread at the main cavity in comparison to single-cavity RCs. The MSC also contains a set of mode stirrers, slots and apertures that change the boundary conditions of the main cavity within the chamber, creating reverberating and non-reverberating modes of operation. This causes a complex multi-reflective environment which is repeatable and can be statistically studied. MSCs can be used as a very fast, easy, and accurate tool to measure a wide variety of MIMO parameters, including in its simple mode of operation the typical isotropic Rayleigh-fading environment emulated by RCs. With multiple cavities, MSCs can reduce the typically high elevation angular spread of RCs, which approaches the emulated scenario to that typically encountered in a city street microcell when the mobile station gets further away from the base station [10]. Other improvements that can readily be inherently incorporated into MSCs includes the emulation of non-isotropic environments [11], Rician-fading environments [12], indoor environments with different RMS delay spreads [13], wideband in-vehicle environments [14], keyhole effects [15] or metallic windows, trees, walls and other artefacts in buildings [16]. Thus, MSCs abandon the typical Clarke’s model followed by single-cavity RCs. 

With the use of appropriate equipment and the calibration specified in [7], several MIMO parameters can be evaluated using an MSC. 
2.2 Concept and configuration
The test setup for MIMO OTA measurements using an MSC is depicted in figure 1. It consists of  a PC driving the MSC, a Vector Network Analyzer (VNA) connected to the MSC input-output ports, a radiocommunications tester (base station emulator) connected to the MSC auxiliary RF ports and a mode-stirred chamber consisting of two cavities, upper and lower, coupled through an iris-based metal plate, wall-mounted antennas in the small upper cavity, receiver connectors in the lower cavity, a switch for guiding the signal from the VNA/Radcom tester to/from the wall-mounted antennas, a switch for guiding the signal received by the antennas of the DUT, mechanical stirrers, iris-coupling aperture controllers and a 2/3-axis mounting structure to hold and move the DUT within the MSC’s lower cavity with or without a head mannequin like SAM v45BS.
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Figure 1. Mode-Stirred Chamber setup for MIMO OTA testing [source: EMITE Ing].

The mechanical stirrers, iris-coupling apertures and holder movement, along with the switching control over the transmitting and receiving ports via the PC, allow the emulation of different fading channels at each antenna port inside the main cavity of the chamber. A signal sample is taken for each specific combination of holder position, stirrers’ position, iris-coupling apertures’ position and each antenna port. With sequential mechanical and iris-aperture stirring, the measured sample set becomes normally (Gaussian) distributed, with the associated magnitude following a Rayleigh distribution and the phase following a uniform distribution over 2(. Different possibilities exist to emulate non-Rayleigh-fading channels. 

2.2.1 Offset technique

An offset technique exists for emulating Rician-fading channels using MSCs [17]. The K-factor, defined as the ratio of the direct path component to the scattered component can be calculated from measured h-parameters (channel matrix) [7] in a mode-stirred chamber by [17],


[image: image2.wmf]22

21

22

2121

(||)

2||

R

R

dh

directcomponent

K

scatterdcomponents

hh

s

<>

===

<-<>>




(1)

Where h21 is the measured channel matrix parameter in the mode-stirred chamber for each antenna pair, σR is the radius of cluster data and dR is the distance of centroid of cluster from the origin. A scatter plot would result in the data clustered in a circle and centered about the origin for pure Rayleigh-fading environments (K=0). As the direct line of sight (LoS) energy became comparable to the non-LoS energy, the cluster of data would move away from the origin, and the fading environment becomes a Rician one. By increasing the direct component the K-factor will increase. Consequently, we can move the cluster data away from the origin by adding an offset continuous component. For a target K-factor (Ktarget), the required offset can be defined by,
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which can be re-written in terms of the h-parameters by,


[image: image4.wmf]2

212121

*2||||

target

offsetKhhh

=<-<>>-<>





(3)

In order to obtain the desired results, the added offset would have to be phase-coherent to the selected radius in the way,
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which in complex numbers is,
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The calculated offset has to be added to all samples that are used to obtain a sample set that has a Rician-fading behaviour. In this way the new Rician-fading samples keep the standard deviation of the original Rayleigh-fading ones, and therefore the distance can be altered to be adapted to the target K-factor. Figure 2 depicts several scatter plots for the original Rayleigh-fading samples and different Rician-fading ones with K=5, 15 and 100 using the offset technique. Figure 3 shows a comparison between measured histograms for diverse sample sets with their associated probability distribution functions and several emulated sample sets. Originally-emulated samples can clearly be associated to a Rayleigh-fading scenario, while modified samples conform very well to measured Rician-fading scenarios with K=5, 15 and 100.
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Figure 2. Scatter plots for some measured sample sets at an MSC using the offset technique [source: EMITE Ing].
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Figure 3. Histograms for some measured sample sets in an MSC using the offset technique [source: EMITE Ing].

A comparison between Rician-fading emulation using this technique and outdoor Rician measurements [18] can be observed from figure 4. With 3 (/2 dipoles in a vertical position employed as antennas in reception, the only difference between the tested systems was the spatial separation between the receiving dipoles. The initial measured K-factor was always below 0.0001 for the 3 systems, that is, clearly a Rayleigh-fading environment. The initial K-factors were then incremented slightly to between 10-3 and 102 using the offset technique. Good agreement is observed between outdoor measurements and measurements emulated with the proposed technique. The drawback of this technique is that only the k factor can be changed from the initial sample set.
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Figure 4. Outdoor-measured and MSC-measured MIMO capacity vs. SNR under Rician-fading for three different 3x3 MIMO systems using the offset technique [source: EMITE Ing].
2.2.2 Sample selection technique

Due to the innate complex coupling mechanisms from the small upper cavity to the large lower cavity, an arbitrary-fading subset can also be obtained from the sequentially-measured Rayleigh-fading distribution sample set as it is composed of many diverse contributions from different clusters with different properties. 
By applying a sample selection technique [8], a subset of samples conforming to a specific a-priori targeted fading environment can be obtained. The sample selection technique consists of extracting the subset that conforms to a specific target fading statistical ensemble from the whole sample set measured in the MSC. An algorithm has to decide whether each measured sample has to be kept or discarded for the specified target fading distribution. An evolutionary method of a genetic algorithm (GA) [8] and a hybrid linear-GA [9] have been reported to perform successfully for this task. These algorithms are employed to optimize the fitness between the density function of an ensemble of samples and a target fading density function which is a-priori defined. For a signal in a pure and rich multipath environment the amplitude can be described by the Rayleigh PDF
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In this distribution the mean power of the signal is 2s2. When studying signals in a multipath environment with a line-of-sight (LoS) component the amplitude becomes Rice distributed. The Rice PDF for scalar amplitudes is defined as
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where I0(x) is the modified Bessel function of the first kind. The power of the constant offset is a2, and the power of the scattered signals around the offset is 2s2. The character of a Rice channel is described by the K-factor. This factor is the power ratio between the LoS and non line-of-sight (NLoS) components,
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The error in the achieved final distribution is analyzed by calculating the mean-square error between the achieved and the target distributions as

 
[image: image14.wmf]å

=

D

-

=

N

x

target

final

d

x

x

f

x

f

N

1

2

))

(

)

(

(

1

e






(10)

where N is the number of elements in the vector and Δx is the distance between two x-elements in the PDF, ffinal(x) is the achieved distribution and ftarget(x) is the target distribution. εd is the error with which all three algorithms will be evaluated. In addition to εd, the relative amount of discarded data is noted, since it will have an effect on final accuracy.

A good approach to obtain the sample subset is to use a hybrid linear-genetic algorithm, although many different options are possible. In a linear algorithm, we can define a relationship between the initial distribution and its target distribution counterpart by
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where finitial is the initial PDF, D is a weighting function and ftarget is the target PDF. The weighting function D is a function of amplitude normalized to have a value between zero and unity and defined as
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In the algorithm, D is used as a decision threshold for each sample such that D is the probability of keeping the sample in the final distribution. The algorithm is performed by evaluating D(x) with all variables x, and compare the result with a uniform random variable d (ranged from 0 to 1). If D(x) is larger than d, the sample x is kept, otherwise discarded. The algorithm does not have to be constrained to scalar data only. The initial distribution as per provided by the mode-stirred chamber are Rice-distributed. The distributions are defined as
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where xi is the complex valued measured data and the variables ainitial,target and sinitial,target are calculated from
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An example of a weighting function for the scalar data can be written as,
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In this example, the vector D1 is then normalized with the maximum element of D1 according to eqn. (13). Eqn. (17) can be changed according to the PDF of the data measured in the MSC as initial data set. 

In a more general case complex hybrid linear-genetic based algorithms can be employed so as to ensure real-time compliance testing. In a two-step hybrid algorithm, first a linear algorithm can be used to quickly estimate the wanted set of data. The resulting subset of data is at this stage is moderately accurate but it is then used to feed a second-step iterative GA. The second step is used to accurately determine the final set of data. The GA then has a smaller initial data set and a more accurate initial distribution of data, which leads to shorter computational times. The accuracy of the GA is also possible to be pre-determined by the user.

A figure of merit for proper evaluation of the technique is the statistical accuracy of the measurement, which is dependent upon the number of samples in the distribution, among other parameters. When discarding some of the measurement samples in a sequence, the measurement accuracy is affected, but not necessarily decreased. MSCs are often used to measure the radiation efficiency of antennas, and in consequence the change in the accuracy of the average power is another valuable figure of merit for final target distribution accuracy. How the sample selection technique affects the accuracy of measured data subsets can be found by obtaining the ratio between the standard deviation of the average power and the mean power, before and after applying the sample selection technique. The central limit theorem states that the standard deviation is proportional to the inverse of the square root of the number of independent samples Nind, whereas the mean remains the same. We thus find that the relative accuracy for the initial measured data at the MSC is


[image: image22.wmf],

1

initial

initial

initial

indinitial

N

s

e

m

=×







(18)

where Nind,initial is the number of independent samples in the initial measured distribution. After having applied the sample selection technique, the mean and the standard deviation of the power of a single sample within the final subset are given by
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This results in a relative error in the power of
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where Nind,final is the number of independent samples in the final subset distribution. Finding the number of independent samples in the final subset (Nind,final) is a key issue. There are diverse ways with different degrees of accuracy in the literature to calculate the number of independent samples in a sample set distribution. Some examples can be found in [19-20]. The oversampling ratio X1 is defined as
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where Ninitial is number of samples in the initial set of data. When performing the sample selection, independent samples are lost every time a consecutive sequence of measurement samples which is longer than or equal to the oversampling ratio is discarded. For example, if X1=3, then discarding two samples in a row does not reduce Nind,initial, three to five discarded samples in a row reduces Nind,initial by one, six to eight discarded samples in a row reduces Nind,initial by two, and so on. This means that in some cases Nind,final can be equal to Nind,initial. In the worst case, on the other hand, Nind is reduced by the same ratio as N, that is,
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where Nfinal is the number of samples after the sample selection algorithm. When there is no oversampling, i.e. Nind,initial = Ninitial, Nind is always reduced in proportion to the reduction in N.

When applying the sample selection method, not only accuracies which are similar to those typically found in MSCs and RCs can be obtained with this technique ((initial((final), but also an increased accuracy ((initial>(final) is possible. 

An alternative for evaluating the obtained subset is the well-known Kolmogorov-Smirnov goodness of fit test between the theoretical target distribution and the measured PDF for the final sample subset selection. The Kolmogorov-Smirnov test (KS) is based on the evaluation of the maximum difference D between cumulative theoretical and experimental distributions. The limit that states the conformity depends on the number of experimental samples and the desired confidence level. For the sample selection technique, the limit of 0.0557 for 480 samples and their equivalent for less independent samples as per stated by the initial sample distribution, outlined in [21] is proposed.

The sample selection method has some constraints. First, the target distribution has to have the same mean power as the initial distribution. The reason for this is intuitively understood. If the output power is higher than the input power there will be a problem to find sufficient data for the new distribution. Similarly, if very low signal amplitudes relative to the initial distribution are wanted, the same problem occurs. Thus, the technique cannot be used as an amplifier or attenuator, but only to achieve the correct target distribution. Secondly, the results are highly dependent upon the measured data set. Should the initial data set be a large one, the target data can be achieved more easily, but that could take more time than initially expected in the real-time compliance testing arena. This can be partially solved by properly selecting MSC set-ups, as it will be described later on.

With the sample selection technique, the new subset consists only of unmodified measured samples forming a specific-fading statistical ensemble. Rician-fading is straightforward, and other channel models like IEEE 802.11n [19] or geometry-based stochastic channel models (GSCM, SCM, SCME, Winner-II or IMT-Advanced) can be emulated using this technique in an MSC with appropriate settings. No hardware changes are required, neither in the chamber itself nor in the antenna configuration. 
2.3 Measurements

Thus, an MSC leads to the emulation of many MIMO parameters for the DUT inside the MSC and for the statistical fading distribution being emulated.

Passive measurements:

A. MIMO performance parameters:

- Correlation (()

- Efficiency (ηi)

- Diversity gain (ADG, EDG, IDG)

- Diversity gain loss (DGL)

- Mean effective gain (MEG)

- Effective MEG (EMEG)

- MIMO Capacity (CMIMO)

- MIMO Capacity loss (CLMIMO)

B. MIMO fading parameters:

- Emulated channel fading PDF (PDF)

- Channel fading K-factor (K-factor)

- Eigenvalues ((i)

- Number of multipath components (MPC)

C. MIMO physical parameters:

- Number of Scatters (NS)

- Power angular spectrum (PAS)

- Angle of Arrival (AoA)

- Angular Spread (AS)

Active measurements:

A. MIMO active power parameters:

- Total radiated power (TRP)

- Total isotropic/radiated sensitivity (TIS/TRS)

2.4 Performance

As an example, the initial data is composed of a data set (I1) measured in the EMITE Ing E200 MIMO Analyzer in connection to a Rohde & Schwarz ZVRE Vector Network Analyzer using the RF-ports of a commercial 3-antenna 802.11n device. The MIMO Analyzer is an MSC with dimensions of 0.82 m × 1.275 m × 1.95 m, 8 exciting antennas, and polarization stirring due aperture-coupling and to the different orientation of the antenna exciting elements, 3 mechanical and mode-coupling stirrers, 1 holder-stirrer and variable iris-coupling. Dipole antennas were employed as receiving antennas. Scenario I1 represents an empty MSC, providing the typical quasi-isotropic scattering with Rayleigh-fading. Three different target distributions (T1 to T3) were selected for initial distribution I1. Three final distributions for selected sample subsets (F1 to F3) were obtained by applying sample selection to initial distribution I1. The first target data distribution (T1) was an ideal Rician-fading distribution with atarget=0.0467, starget=0.0117 and a K-factor of 8. The second target data distribution (T2) was an on-body channel measured in a large RC of 4 m × 8 m × 2.3 m. The on-body channel inside this chamber was measured with a real person instead of using a whole body phantom. The third target data distribution (T3) is a Matlab-simulated standardized IEEE 802.11n channel model (MIMO-WLAN) [22]. The 802.11n target data sample uses a 2x2 MIMO system at a frequency of 2.4 GHz with 9 propagation paths in an office environment (indoor). 

The different FoM for the sample selection technique employing a genetic algorithm can be observed from Tables I to III. When using a fitness limit of 0.001 the results are achieved within a few seconds. By changing the fitness limit one can see how the computational time changes. This is observed in Table III for a hybrid linear-genetic algorithm. Good accuracy can be achieved in only 36 s.

Table I

 Initial measured data set

	Initial Fading

Env.
	Independent Samples [Nind,initial]
	Power Accuracy [εinitial]

	I1
	837
	0.0346


Table II

 FoMs for the sample selection technique

	Initial Fading

Env.
	Target Fading Env.
	Distribution Error [εd]
	Discarded Samples [%]
	Final

Independent Samples [Nind,final]
	Final

Power Accuracy [εfinal]
	Over-sampling Rate [X1]


	I1
	T1. Rice k=8
	0.0024
	67.42
	828
	0.0348
	3.98

	I1
	T2. On-body
	0.0016
	51.50
	817
	0.0350
	5.99

	I1
	T3. 802.11n
	0.0019
	56.50
	767
	0.0361
	5.88


Table III

Mesasured data ’I1‘ to 802.11n with hybrid algorithm

	Fitness Limit
	Distribution Error, [εd ]
	Computation Time [s]

	0.001
	2.0 10-4
	36

	0.0001
	2.2 10-5
	1105

	0.00001
	6.0 10-6
	9343


As an example, figure 5 illustrates the statistical behavior of the sample subsets selected in an MSC as described in Table II. The algorithm employed in the sample selection technique for the sets in figure 5 is a hybrid linear-genetic, with a Sum Squared Error (SSE)-based fitness function, and the sum-square error between the subset and the target ideal IEEE 802.11n model was 0.0014.
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Figure 5. Initial (I1), target (T1 to T3) and final (F1 to F3) sample subset PDFs using the sample selection technique [source: EMITE Ing].

Accurate results can be obtained in half a minute, which highlights the ability of the sample selection technique for real-time versatile MIMO OTA compliance testing using MSCs. One single measurement set of samples with a rich multipath fading could be employed to obtain MIMO performance parameters associated to different fading distributions, including those already standardized.

As an example, figure 6 depicts the different measured MIMO Capacities (Shannon) for the distributions in Table II. The capacity under ideal uncorrelated Rayleigh-fading scenarios is also depicted for comparison purposes. Figure 7 illustrates the stand-alone normalized MIMO Throughput (spectral efficiency) of a commercial IEEE 802.11n device measured in the MSC following the method in [23] and also modelled as suggested in this contribution. It is clear from these figures that diverse emulation possibilities are provided by the sample selection techniques, and that measured results for the 802.11n system could be obtained with sample selection emulation in a more accurate manner than the conventional isotropic Rayleigh-fading scenario emulation.
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Figure 6. MSC-measured 3x3 MIMO Capacities (Shannon) for the distributions in Table II [source: EMITE Ing].
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Figure 7. Stand-alone normalized 1x2 MIMO Throughput (spectral efficiency) for a IEEE 802.11n device measured an MSC as in [23] and 1x2 802.11n MIMO Capacity (Shannon) measured in an MSC with the sample selection method [source: EMITE Ing].
2.4 Test conditions

Once the MSC is calibrated through the three-stage calibration in [7], and the fading sample set has been selected to represent a specific target fading subset ensemble to be tested, the MIMO parameters defined above can be tested using a software tool installed in the PC driving the MSC.

Two options are available for measurements:

In option A, a set of selected parameters is evaluated for all samples in a sequentially-measured Rayleigh-fading channel. Then, different MIMO parameters are provided for the fading sample set in the postprocessing tool of the PC software. As an example, a complete measurement test could take up to 15-20 minutes for a 2x2 MIMO prototype and a 25 MHz bandwidth. The advantage of this option is that any subsequent measurement over a different fading environment using the sample selection technique, providing that we do not require to evaluate a different frequency channel, can be performed without the need to repeat the test, only by adequate post processing of the sample set and the measured parameters for those selected samples.

In order to speed up tests, in Option B only the channel matrix elements are measured in the sequentially measured Rayleigh-fading channel. Then, before proceeding to calculate the measured MIMO parameters, sample selection techniques are applied to determine the final sample subset for the specified target PDF. Then, the MIMO parameters are only provided for the final sample subset representing the statistical ensemble of the target fading scenario. If the test is to be performed over a small number of fading channel models (1-3), this option considerably reduces testing time respect to Option A. Thus, the advantage of this method is that the time taken for measurements will be proportional to the number of selected target scenarios and sample subsets. This is related to the sample-selection method. The disadvantage of this option is that additional measurements are required for different target fading scenarios than those originally selected to be sampled.

The test steps for passive measurements can be summarized as follows.

1. Calibrate the MSC with the three-stage method described in [7].

2. Select the number of antennas to be tested (TxR).

3. Select the frequency range to be measured.

4. Set the test option A or B (e.g. channel emulation technique) from the MSC emulator set-up.

5. Generate test signal by the VNA.

6. Measure the emulated channel matrix coefficients.

7. Use the offset or sample selection method (depending upon the desired emulated channel type) to obtain the sample subset.

8. Use channel normalization over final sample subsets.

9. Calculate measured MIMO passive parameters over final normalized sample subsets.

The test steps for active measurements can be summarized as follows.

1. Calibrate the MSC with the three-stage method described in [7].

2. Select the number of antennas to be tested (TxR).

3. Select the frequency channel to be measured.

4. Measure the DUT performance (Throughput, TRP, TIS, etc.). 

5. If the performance exceeds the specified limit, the DUT passes the test case.

6. If all test cases done, go to step 7, else set the next test case from the MSC emulator set-up (go back to step 4).

7. If DUT passed all the test cases, the DUT passes the full MIMO OTA test. 

8. If DUT failed in at least one test case, the DUT failed the full MIMO OTA test.

3. Conclusion
In this document, a description of the sample selection method for MIMO standardized channel model emulation has been presented.  With the sample selection technique, mode-stirred chambers are capable of accurately emulate arbitrary-fading distributions. The obtained data set is composed of unmodified measured samples conforming an arbitrary-fading statistical ensemble. A text proposal for the MIMO OTA SI TR is foreseen. 
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