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1. Introduction
In previous RAN4 meetings there was some discussion on how the measurements on a secondary carrier (SCC) should be performend. The main debate is whether measurement gaps should be used or not and what are the benefits. In this paper we take a different approach and analyze how different data traffic patterns influence the packet latency and the time SCC stays activated. This should offer a different insight on the differences between activation and configuration.

A more detailed explanation is provided in [1], this paper is a simplified version of it.
2. Discussion

2.1. Scenario parameters

Throughout this paper, we consider a UE associated with one PCell (naturally always active) and a single SCell (which is turned on and off according to some policy), with downlink data arriving for the UE according to various patterns.  The analysis concentrates on the SCell, and especially on the UE activity patterns on the SCell. The scheduler plays a big role in this, specially by the algorithms used for: 
1. Distribution of data across carriers: One possibility is that a specific data stream is allocated to the SCell consistently.  Alternatively, a certain amount of bandwidth could be devoted to the UE on the PCell, and when this bandwidth saturates the SCell could be used for “overflow”.  Other scenarios are also possible but these should provide the best insight
2. On/off behaviour: The scheduler must have some criteria for when to “turn on” (activate/configure) or “turn off” (deactivate/release) the SCell.  This may result in unnecessarily turning off and on the SCell, thus, it is more likely that there would be some “switch-off delay”, so that if the buffer is empty for a short time the system does not incur the cost of a quick off/on cycle. Similarly, there could be a “switch-on threshold” in which the scheduler waited for either a short interval of time or a certain amount of data before turning the SCell on and starting to deliver packets.
In the table below, a set of scheduler behaviours are listed. The analysis that follows concentrates on the packet latencies when activation or configuration is used. The assumptions are that activation latency is 15ms and configuration latency is 25ms (from the moment the data arrives at the eNB buffer until the first packet is sent to the UE).
	
	Data distribution
	“On” criteria
	“Off” criteria

	1. Simpleminded scheduler
	One stream entirely allocated to SCell
	Data arrival at eNB buffer
	Empty eNB buffer

	2. Thresholded scheduler with switch-off delay
	Fixed data rate available on PCell, excess sent to SCell
	eNB buffer exceeds what can be accommodated given the PCell data rate
	eNB buffer remains below PCell threshold for a delay period

	3. Separate streams, optimised for low latency on SCell
	One stream entirely allocated to SCell
	Data arrival at eNB buffer
	eNB buffer empty for a delay period

	4. Minimum SCell usage
	Fixed data rate available on PCell, excess sent to SCell
	eNB buffer exceeds the PCell capacity by a threshold size (or is nonempty for a trigger period)
	Empty eNB buffer


Table 1: Different scheduler behaviours

The “simpleminded” scheduler (behaviour shown below, in Figure 1) probably does not correspond to any realistic implementation, but provides a baseline that is easy to simulate.  This scenario is most favourable to activation/deactivation rather than configuration/release, since it maximises the number and frequency of on/off transitions.
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Figure 1: Simpleminded scheduler

A “thresholded” scheduler has the same behaviour as shown in Figure 1, except that the buffer illustrated is used only when the data stream exceeds the data that can be delivered in the allotted space on the PCell.  The “delay timer” of cases 2 and 3 causes the SCell to remain activated/configured even if the buffer is idle for a short time, as shown in Figure 2.
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Figure 2: Scheduling with a 3-ms idle-delay timer

In case 4, the SCell is not immediately switched on when data are buffered for the SCell (i.e., when the eNB buffer exceeds what can be accommodated on the PCell), but only when enough data are buffered for the SCell.  The intention is to delay the switch-on event until a larger amount of data can be delivered.  This approach obviously increases latency on the SCell, but for delay-tolerant traffic it could be a reasonable way of minimising the SCell duty cycle. However, this scenario is not very relevant to the topic at hand of comparing the performance of activation and configuration.
Cases 2, 3, and 4 can all be seen as somewhat realistic; cases 2 and 3 are optimised to minimise latency on the SCell (the “instant” on-criterion is obvious in this respect, and the delay period in the off-criteria maximises the chances that the UE will already be listening when a new packet arrives), while case 4 is optimised for battery conservation (i.e., the UE is listening to the SCell only when absolutely necessary).


For the data streams, we have considered two bodies of actual data: a collection of video clips (H.264 encoded, VBR with an average rate of ~50 kbps) and a trace of World of Warcraft traffic (bursty variable-rate traffic with a data rate of approximately 64 kbps). 
2.2. Results

2.2.1. Model 1 (“simpleminded”)

This section provides some results from the simplest version of a scheduler, which delivers an entire application data stream exclusively to the SCell and activates/configures the SCell exactly according to the condition of the eNB’s corresponding buffer.

The cumulative distribution of latency for video data in an overdimensioned bearer (400 kbps available) is shown in Figure 4.
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Figure 4: Latency (ms) for video stream (overdimensioned bearer)

The linearity of the graph is due to the overdimensioning; most packets can be transmitted very quickly, with the actual queuing delay only occasionally exceeding 5 ms when several large video frames are received in succession.  This graph shows the difference between activation and configuration extremely clearly: the CDF is essentially identical except for a shift of 10 ms corresponding to the additional delay for RRC processing.

The shifted CDF suggests that the extra 10-ms delay applies to nearly all packets on the SCell; that is, almost every packet causes an on/off switch of the carrier meaninig the buffer generally clears immediately upon the arrival of data, causing a few subframe of active reception followed by a switch-off event. Figure 5 shows the same data but with a more appropriately dimensioned data bearer.
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Figure 5: Latency distribution for video stream (64 kbps bearer)

The general queuing delay here is higher for both curves, except at the low end, where a few packets are “fortunate” enough to arrive while the SCell is already active and so do not experience the activation/configuration delay.  In the toe of the curve, the activation and configuration cases are close together, but at delay levels in the 15-to-25-ms range (i.e., where the delay becomes dependent on the switch-on time) they show nearly the same 10-ms shift as in Figure 4.

Figure 6 shows the latency for the burstier Warcraft data, with bearers configured to offer peak rates  of 400 kbps (50 octets/TTI).  Although these values also seem to represent serious overdimensioning, the data show significant enough peaks to make the delay distribution nonlinear.  (We assume that these peaks represent large deliveries of mapping data, e.g., from rapid scrolling into new areas.  In accordance with this interpretation, the largest packets seem to occur in closely spaced clusters rather than as isolated peaks.)
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Figure 6: Latency of gaming data stream

The curve no longer has a distinct “toe/linear/shoulder” division; however, as with Figure 5, the two cases are quite close together up to the threshold of 15 ms, after which they separate gradually to a difference of 10 ms.  This difference persists quite far up the curve as compared to the video data; this is because of occasional very large packets, which arrive after an idle period (hence needing to wait for a switch-on event and incurring the 10-ms difference) and then take as much as 10-20 ms of actual transmission time (hence showing a high latency overall).

Observation 1: With a sufficiently simple scheduler, a moderate-to-high fraction of packets experience the activation/configuration delay.

Observation 2 (obvious): The most effective way to minimise the latency of a packet is for it to arrive while the SCell is already on.

2.2.2. Model 3 (“separate streams, low SCell latency”)

In this scheduler model, an entire application data stream is assigned to the SCell, and the SCell is activated/configured as soon as a packet arrives to be scheduled; however, when the buffer empties, a delay is applied before switch-off.  This strategy represents a “minimum latency” (on the SCell) approach, at the cost of some lowered battery life.

Figure 7 shows the latency distribution for the video data stream with an “off-delay” of 8 ms.  It should be compared to Figure 5, which represents the same situation without the delay.
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Figure 7: Latency for video data with 8 ms delay to idle

As compared to Figure 5, the graph in Figure 6 shows the curves closer together in the lower part, beginning to separate at the 15-ms threshold, but maintaining a smaller separation (~7-8 ms) through the middle part of the curve and approaching a 10-ms separation only for the longest-delayed packets.  There is only a slight improvement in the overall latency between the two figures.

As we might expect, these changes increase with the length of the delay; with a 32-ms time to idle, as shown in Figure 8 , the curves are really distinct only in the shoulder region (above the ~90% level).
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Figure 8: Latency of video data with 32-ms delay to idle

Observation 3: A delay in the transition to idle on the SCell significantly reduces the latency differences between the activation and configuration cases, with the cases becoming almost indistinguishable for larger timer values.
The cost of the delay timer, of course, comes in battery consumption; the increased idle delay represents a certain amount of “wasted” receive activity on the part of the UE.  Because the duty cycle is already quite high with the video data, however, the effect is not very dramatic, and the duty cycles for activation and configuration actually converge as the delay increases, as shown in Figure 9.
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Figure 9: SCell duty cycle as a function of idle delay (video data)

Generally similar results are seen with the Warcraft data stream; the latency graphs (included in the Annex) show less pronounced changes as the idle delay increases, however, apparently because the burstier data include long periods of inactivity.  The relationship of idle delay to duty cycle, however, is quite different, as shown in Figure 10 (overleaf).
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Figure 10: SCell duty cycle as a function of idle delay (Warcraft data)

Here the duty cycles are quite similar for low idle delays, with a divergence emerging above 32 ms; for the larger delay, the configuration approach performs much worse.  We have not investigated longer delay times in detail, but we conjecture that this means that the delay mechanism has obtained most of its gains by ~32 ms—above that value, the UE is staying awake longer but receiving little or no data in the extended period, thus not reducing the number of switch-on events very greatly.  
2.2.3. Model 2 (“thresholded with switch-off delay”)

This scheduler is the same as model 3 (Section 2.3.2), but with the modification that some portion of the concerned data stream is sent on the PCell, with the SCell used as an “overflow” mechanism to provide additional bandwidth in response to data peaks.  We assume that this is the most realistic of the scheduler behaviours discussed.

Evidently, the duty cycle on the SCell will be generally reduced as compared to model 3, with longer idle periods when all the data are carried on the PCell.  We should also expect that the activity periods on the SCell will be more widely spaced than in Section 2.2.2, and therefore it may make sense for the delay timer to be shorter—i.e., for the system to be “more eager” to deactivate/release the SCell when the buffer has cleared.  In accordance with this analysis, the distribution in Figure 11 (overleaf) uses a 16-ms idle-delay value, lower than the 32 ms that appears to represent the “sweet spot” in Figure 10.  In this figure, each TTI (on either the PCell or the SCell) can carry up to 50 octets per TTI (400 kbps); the SCell is used when the data stream exceeds 15*50 octets for the activation case, or 25*50 octets for the configuration case—i.e., when the network has buffered enough data that it could not clear the buffer using the PCell only in the amount of time required for activation (15 ms) or configuration (25 ms), as appropriate.
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Figure 11: Latency for Warcraft data with buffer-based on-criteria and idle delay

Here the differences between the activation/deactivation and configuration/release curves are minimal (~1-2 ms) up to approximately the 85% level, where a slight divergence appears.

Observation 4: Reducing the amount of data sent on the SCell minimises the difference between the activation and configuration cases (as expected).
2.2.4. SCC duty cycle and PCC interruptions

In addition to the latency figures discussed above, the simulations provide some insight into the merits of the activation and configuration approaches in terms of the duty cycle on the SCC (directly related to battery life) and the interruptions on the PCC (incurred at an on/off event due to RF returning, whether the method is RRC- or MAC-based).  For the latter aspect, we have assumed that every on/off event requires a 1-ms interruption in reception of both the PCC and SCC; in our understanding this assumption is generally in line with the current discussions in RAN4.

The effect of the PCC interruptions is not completely obvious; if the eNB is aware of the interruptions, they result directly in a loss of throughput on the PCC, as the eNB does not schedule the UE when the UE is not listening, while if the eNB cannot determine when reception will be interrupted, there is some burden due to retransmissions as the UE misses data scheduled at the wrong times. 
These two aspects are somewhat competitive with one another, in that an “aggressive” policy with frequent on/off switching of the SCC results in a low SCC duty cycle, but frequent PCC interruptions.  Conversely, a “conservative” policy that minimises on/off switching would avoid the complexity and throughput costs of PCC interruption, but would cause some waste of battery on the SCC.

Using the “type 3” scheduler (all data on SCC, immediate switch-on at data arrival, delay timer for switch-off), we have examined these values for the Warcraft data set (carried on a 512 kbps bearer).  The results, for values of the delay timer ranging from zero (the “simpleminded” scheduler) to 64 ms, are shown in Table 2.  (Note that the SCC duty cycle values here are the same ones graphed in Figure 9 above. 
It should be noted that an increased interruption on PCC(that could be caused by gaps for SCC measurements) would adversly affect the overall performance, mainly the latency performance, because the UE would not be able to perform SCC measurements and receive data on the PCC at the same time. Since a “type 3” scheduler is the most realistic, the UE would have to perform measurements on SCC while having to receive data on PCC. If measurement gaps are used, these aspects become competitive. Thus, measurements on SCC should be performed without using gaps.
Observation 5: Using measurement gaps for SCC measurements affects the overall system performance due to the inherent PCC interruptions.
	Time to Idle [ms]
	% duty cycle (act/deact)
	% duty cycle (config/deconfig)
	% PCC interruption (act/deact)
	% PCC interruption (config/deconfig)

	0
	24.75
	28.56
	1.97
	1.48

	8
	28.52
	31.96
	1.51
	1.29

	16
	32.67
	34.88
	1.18
	1.04

	32
	38.57
	39.77
	0.75
	0.70

	64
	46.73
	56.90
	0.36
	0.35


Table 2: SCC duty cycles and PCC interruption for gaming data

Observation 6: There is a slight-to-moderate duty-cycle benefit for activation/deactivation, becoming most significant (for this dataset) at the 64-ms delay value, but negligible at values of 16 and 32 ms.

Observation 7: There is a slight-to-moderate PCC interruption benefit for configuration/release, decreasing rapidly as the delay time increases, with the relative gain in this dataset ranging from ~33% at 0 ms to <3% at 64 ms.

In general, these results confirm the expectation that the SCC duty cycle and PCC interruptions are competing effects, and that in most cases the differences between activation and configuration in these respects are not very great.
3. Conclusion

We conclude that for the traffic patterns and scheduler behaviours studied here, the benefits of using activation/deactivation vs. configuration/release are only a few milliseconds of latency in general. If activation is kept by RAN 2 then we believe that RAN 4 should define some requirements that can enable the delay minisation. Furthermore,  if  gaps are to be used for SCC measurements, this would adversely impact the latency performance since the UE cannot receive data on PCC while performing measurements. 
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