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Introduction
During RAN#86, agreement was reached that as part of the Rel-17 package, specifications for NR operation for the frequency range 52.6-71 GHz will be created. In this range, the existing rel-15 air interface is in principle re-used, although parameters such as the numerology may differ from FR1 and FR2. The work is split into two phases, the first of which is a Study Item followed by a normative Work Item such that the core work is completed within release 17.
The principle goals of the SI phase are to decide on the applicable numerology and pave the way for the WI phase. When creating RAN4 specifications for a new frequency range, a number of key parameters in both RF and RRM specifications relate to frequency dependent aspects of deployment scenarios and RF characteristics. In this contribution, we present an overview of some key areas in which we believe that technology characteristics can differ from the existing FR and for which aligning a view on underlying technology performance, deployment and system assumptions and appropriate requirements is non-trivial and may require significant amounts of discussion (especially in the context of electronic meetings). Although it is not needed to conclude on these topics until the WI, the SI should pave the way for the WI by working to align understanding of the technology performance and parameter assumptions.
Section 2 of the contribution provides a view of PA technology capabilities in respect to output power and achievable ACLR. An initial technology driven view on ACLR levels that relate to acceptable efficiency and output power are discussed.
It is important to agree on an antenna model that captures sufficient detail for use in simulations for e.g. co-existence and link budget analysis. Section 3 reviews the existing antenna model and knowledge built up over previous work in 3GPP and provides an analysis on parameter derivation for the 52-71GHz frequency range.
For existing frequencies, cell phase synchronization is synonymous with TDD operation. Cell phase synchronization can be traded with overhead but may be costly to achieve. Section 4 of the contribution reviews the drivers of the cell phase synchronization requirement, including whether the requirement is needed. Although the requirement is an RRM requirement, a wholistic consideration of RF propagation aspects should be made when evaluating the requirement.
For the UE, the switching time requirement impacts overhead and cell range as well as device cost. Section 5 presents an overview of aspects to consider for the UE switching requirement.
The aim in all of the sections of this paper is to set out some technical background and initiate a discussion on these aspects. It is likely that significant discussion will be needed to draw conclusions on which normative work can be based, and so we look forward to feedback on the topics, in addition to views on whether there are further topics that should be considered.
PA technology capabilities in relation to output power and emissions
Technology trends
In [3], professor Hua Wang at Georgia Tech published a large power amplifier survey consisting of more than 2000 data points. Wangs database covers published results from year 2000 and beyond, both from the open literature as well as commercial amplifiers from various vendors. 
Based on this latest material a more comprehensive analysis of achievable power amplifier performance has been investigated and presented in this paper. The analysis covers the peak output power and power added efficiency. It should be noted that for all presented characteristics in this chapter, the results are based on peak power, non-linearized power amplifiers without considering the bandwidth impact to show the trends with respect to frequency for different technologies.
In Figure 2.1-1, a scatter diagram of saturated output power as a function of operating frequency for different technologies is shown. The attainable output power at a given operating frequency is limited by the saturated electron velocity and the breakdown field strength in a given semiconductor material. This is captured in Johnsons’ figure of merit which states that the maximum output power will decrease with 20 dB/decade as the operating frequency is increased. 
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Figure 2.1-1	Saturated output power versus frequency for power amplifiers using Silicon transistors (left) and GaAs and GaN power amplifiers.

As depicted in Figure 2.1-1, GaAs and GaN. Higher output power can be achieved but would necessitate excessive power combining associated with decreased operating efficiency. It should be noted that the peak saturated power mentioned above does not consider many aspects in a practical implementation as the achievable average power (RMS) would be ~10 dB lower compared to saturated peak power to fulfill the needed modulation quality or necessary linearization range and bandwidth.
In addition, same dataset was used to study the efficiency of available semiconductor technologies. In Figure 2.1-2, a scatter diagram of peak power added efficiency as function of operating frequency for power amplifiers made using Silicon and semiconductor transistors (GaAs and GaN). As expected, the efficiency is mainly dependent on the operating frequency and not the transistor technology. The wide spread of data is mainly due to different power levels and different amplifier architectures.
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Figure 2.1-2	Peak power added efficiency versus frequency for power amplifiers using Silicon transistors (left) and GaN and GaAs transistors (right)
The trend analysis indicates that from a technological perspective the frequency range 52.6 -71 GHz in terms of low power amplifier efficiency is worse compared to FR2. The need for AAS type of products for this frequency range as well as high level of integration in limited space, makes the thermal design and considerations more challenging compared to FR2.
As shown, with the support from both empirical data and theoretically established limits we know that that both power efficiency and RF saturated output power capability decrease with increasing frequency. The choice of process technology used in fabricating the PAs may offset the capabilities at a given frequency but the trends versus frequency of operation remains.
Considering the thermal aspects, it is essential to investigate the relation between linearity, output power and efficiency for power amplifiers operating at 52.6-71 GHz. This is further elaborated in the next section.
Observation 2-1:
As expected, the PA trend analysis show that both achievable output power and PAE degrades over frequency and for 52.6-71 GHz will be worse compared to existing FR2 bands. This makes the thermal aspects more challenging for 52.6-71 GHz compared to FR2 bands as the area for radiating elements also will be smaller.
PA dependent parameters
To initially investigate the important dependencies between output power, linearity and PAE (Power Added Efficiency), the empirical measurements of a 28nm FD-SOI CMOS PA from a research project was used to model the behavior at 70GHz proxy frequencies where the non-linear characteristics is kept with the output power scaled as -20dB/decade while PAE scaled as ~-5dB /decade. CP-OFDM waveform at 400 MHz carrier bandwidth was used.
For 70 GHz proxy frequency, the relation between ACLR and output power is presented in Figure 2.2-1. It should be noted that the output power is related to PA output (including package losses) and does not consider losses such as routing, switch losses etc implying that the achievable power before the radiating elements would be lower.
[image: ]
Figure 2.2-1	ACLR versus output power
As shown in Figure 2.2-1, the achievable output power decreases with increased ACLR. Figure 2.2-2 depicts the relation between ACLR and PAE. 
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Figure 2.2-2 	PAE versus ACLR
Figure 2.2-2 indicates that a reasonable PAE of 5-10% considering the thermal challenges, a feasible ACLR level would be in the range of 20-25 dB for frequency bands within 52.6 – 71 GHz. The feasible ACLR values should be weighted in when possible co-existence studied are conducted to settle the ACLR requirements.
In addition, as for frequency ranges between 52.6 – 71 GHz larger bandwidths than for FR2 is anticipated (~2 GHz), it is also essential to consider the impact of ultra-wide bandwidths to account when defining the ACLR and unwanted emission requirements. The impact of bandwidths and the dependencies towards other essential parameters will be further investigated in the coming meeting.
Thus following observation can be made:
Observation 2-2:
Initial analysis of PA dependencies indicates a feasible ACLR range of 20 – 25 dB for 52.6-71 GHz considering reasonable power efficiency needed to handle the thermal aspects. As we expect larger bandwidths for 52.6-71 GHz, the bandwidth aspects should also be weighted in.

Proposal 2-1: Consider the above information on PA trends when deciding emissions requirements and achievable power. Feasible ACLR seems to be in the range 20-25dB

Antenna model & parameterization
When the frequency support extension is considered new antenna parameter sets are required to compensate for implementation challenges and expected propagation characteristics. It is expected that the array antenna needs to produce more gain for relevant deployment scenarios within the frequency range 52 to 71 GHz compared to previously antenna models. The intension is to compensate to larger propagation losses and lower output power by having a larger antenna. However, a secondary effect of having a larger antenna is that the generated beams will be narrower which may impact beam management and layer-1 parameters such as CP length and SCS, etc. 
Another aspect of antenna modelling is what parameters to assume during performance and coexistence simulations. In network simulation models, typically the received power is calculated in dBm as:
		(Eq. 3-1)
, where Ptx is the transmitter power capability in dBm, Gtx is the transmitter antenna gain in dBi L is the propagation loss in dB and Grx is the receiver antenna gain in dBi. By rearranging Eq.3-1, assuming free space path loss conditions and considering receiver parameters required signal-to-noise ratio for given link quality SNR, receiver temperature T in K, receiver bandwidth B in MHz, receiver noise figure F and k is Boltzmans constant the link distance can be expressed as:
		(Eq. 3-2)
From Eq. 3-2, parameters need to be balanced to maintain required link distance. For given values on Ptx, SNR, k, T, B, F it is obvious that maintaining the link distance the required gain on the transmitter side and the receiver side is of great interest. 
For the frequency range 52 to 71 GHz, the technical background information for expected parameter values to assume should be documented and used as input for RAN4 RF requirement derivation. As an example, compared to FR2 it is expected that the noise figure will be degraded, the capability to generate RF power will reduce and phase noise performance will degrade. To compensate for the frequency specific RF characteristics a larger antenna array can be considered. Building large array antennas at this frequency range most probably means that analog beamforming will be used.  
The foreseen deployment scenarios in terms of link distance needs to balance the parameters in Eq. 3-2 including the technical challenges related to transmitter output power, noise figure, transmitter antenna gain, receiver antenna gain, bandwidth and signal-to-noise ratio for a given throughput. Regarding the antenna gain, it can be increased by increasing the array geometries. Increased gain results in narrower beams given finer spatial selectivity.  
In this contribution the technical background how to model an array antenna to calculate values for Gtx and Grx is described. The discussion related to antenna assumptions for co-existence simulations can be divided in multiple parts; architecture, antenna model, deployment and relevant parameters.
Observation 3-1:
To compensate for degraded RF characteristics and increasing propagation losses larger antenna gain is of great interest.

Architecture
For the frequency range 52 to 71 GHz it is reasonable to assume that radio and antenna will be integrated without any access to physical antenna connectors. Hence, the most suitable base station architecture for the frequency range in mind is the AAS base station architecture originally defined in TR 37.842 [7]. The AAS BS architecture is briefly described in Figure 3.1-1.
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Figure 3.1-1: Base station architecture
The antenna array consists of antenna elements placed in a lattice. Each antenna element is associated to NAE transmission lines to the Radio Distribution Network (RDN). The RDN is a passive combiner/splitter network with NRF transmission lines towards the transceiver array. Based on the implementation the number of interfaces between the sub-systems may vary. The parameters in the base station reference architecture is described in Table 3.1-1.
Table 3.1-1: Port parameters
	Parameters
	Interface
	Description

	NLP
	BB
	Number of supported logical ports defined in RAN1 specifications

	NBB
	Internal
	Number of I/Q data transmitter streams feed to ADC/DACs in the transceiver array

	NRF
	Virtual TAB
	Number of radio branches at the transceiver array boundary

	NAE
	Internal
	Number of RF transmission lines to antenna array



The relations between the number of interfaces, can be used to discriminate between different beamforming approaches and implementations as described in Table 3.1-2. 
Table 3.1-2: Beamforming concepts 
	Beamforming
	Antenna Port Mapping
	Transceiver Array
	Radio Distribution Network
	Description

	Analog
	NLP=NBB
	NBB<NRF
	NRF<NAE
	In this case, the beamforming is created in the analog domain in the transceiver array

	Digital
	NLP<NBB
	NBB=NRF
	NRF<NAE
	In this case, the beamforming is created in the digital domain in the base band or antenna port mapping

	Hybrid
	NLP<NBB
	NBB<NRF
	NRF<NAE
	In this case, the beamforming is split between the analog and digital domain



Using the antenna model properly for modelling a base station the RF ports at the virtual Transceiver Array Boundary (TAB) should be mapped towards the model as:
		(Eq. 3.1-1)
, where parameters N, M and P is described in Table 3.2-1. In the case NRF=NAE, 1:1 mapping is used in the RDN. If NRF<NAE, sub-elements are described, hence the antenna parameter selection need to consider sub-array characteristics as described in section 3.2.
For the frequency range 52 to 71 GHz it is reasonable to believe that analog beamforming will be used initially.
Observation 3-2:
The number of RF ports includes rows, columns and supported polarizations.
  
Antenna array model
The parameterized array antenna model developed by RAN4 and used for AAS and NR requirement development produces within the frequency range 450 MHz to 52 GHz realistic radiation patterns very similar to measured patterns, when parameters are selected properly. It is therefore reasonable to adopt the parameterized antenna array model also for the frequency range 52 to 71 GHz. The parameters and corresponding core equations of the parameterized antenna array model is summarized in Table 3.2-1 and Table 3.2-2. 
 The array antenna model uses a spherical coordinate system, where the -angle is defined as the angle from the antenna aperture plane to the propagation direction vector and the -angle is the angle between the normal to the antenna aperture plane and the projection of the propagation direction vector onto x/y plane. Where a Cartesian coordinate system (x, y, z) is located with the y/z-plane in the antenna aperture plane as visualized in Figure 3.2-1. Hence, the x-axis direction or bore-sight direction can be expressed in spherical angles as (,) = (90,0) degrees.
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Figure 3.2-1: Coordinate system
The model was intentionally created to model the array response in the half-sphere around the x-axis. Hence, the modelled characteristics in the backward direction should not be used for scientific conclusions. The intension with antenna model was to produce radiation patterns for performance and co-existence evaluations for a single beam case. If multiple beams are considered, like e.g. dual polarized beams the modelled if appropriate beam weights are considered and the combined pattern is plotted as:
		(Eq. 3.2-1)
 , where p1 and p2 denotes two orthogonal polarizations.
Table 3.2-1: Parameters 
	Parameter
	Symbol
	Unit

	Front to back ratio
	Am
	dB

	Side lobe suppression
	SLAv
	dB

	Horizontal HPBW
	3dB
	Degrees

	Vertical HPBW
	3dB
	Degrees

	Array element peak gain
	GE,max
	dBi

	Array element loss
	LE
	dB

	Number of radiating elements rows and columns
	(M, N)
	Integer

	Number of panel rows and columns
	(Mg, Ng)
	Integer

	Number of supported polarizations
	P
	Integer

	Horizontal element separation
	dh
	m

	Vertical element separation
	dv
	m

	Horizontal panel separation
	dg,h
	m

	Vertical panel separation
	dg,v
	m

	Electrical down-tilt angle
	etilt
	Degrees

	Electrical scan angle
	escan
	Degrees


 
The model is created to support a Uniform Rectangular Array (URA) geometry where elements are uniformly separated in the horizontal direction with a spacing dH m and in the vertical direction with spacing of dV m. When multiple panels are considered parameters to describe uniform separation between panels have been defined.   The array antenna model support two different cases of polarization; linear polarized (P=1) or dual polarized (P=2). The dual polarized case is modelled as two arrays where the power feed to the antenna is spilt between the arrays.
The array antenna panel numbering is illustrated in Figure 3.2-2. The model assumes observation of the antenna array from the front (with x-axis pointing towards broad-side and increasing y-coordinate for increasing column number).
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Figure 3.2-2: Visualization of model
The advantage with this approach to model array antenna characteristics is that correct gain can be modelled without calculating the directivity per beam pointing direction if the parameters are selected properly. 
To maintain the directivity properties for the element radiation pattern it is essential to select values for GE,max matching LE and 3dB and 3dB. If not, the model will produce incorrect gain. The benefit with this approach is that the model will produce correct gain maintain required processing capability during co-existence simulation campaigns. When using the model, the following limitations need to be considered; 
1. The model does not capture element coupling effects. Hence, the array model currently produces nonscientific deep nulls due to the array factor.
2. The model is suitable for array antenna analysis in the half sphere around the x-axis. For radiation in the backward direction, the reliability degrades.
3. The model does not capture any radome effects.
4. Parameters can’t be selected arbitrary.
5. The model does not capture polarization effects (e.g. due to 45o slanted dual polarized elements). 


Table 3.2-2: Model
	Description
	Equation
	Unit

	Peak normalized element radiation pattern
	
	dB

	Peak gain normalized element radiation pattern
	

	dBi

	Element peak gain
	
, where the peak directivity DE,max is calculated from given values on 3dB, 3dB, dh and dv
	dBi

	


Composite array radiation pattern
	 
, where 


	



dBi



To conserve complexity the model was originally created so that the element is gain normalized, instead of the composite array pattern. A trade of with this approach is that the model doesn’t capture array factor directivity variations due larger antenna aperture size if element separations larger than 0.5 is considered. To be exact, it is always good to directivity normalize the composite pattern for all steering directions. 
As a consequence, parameters cannot be selected arbitrarily, since parameters are dependent on each other. The intension with the model is to model absolute gain patterns correctly without full pattern directivity normalization. To model absolute gain, parameters must be selected carefully, if not the model produces nonphysical and incorrect gain response. 
When array antenna parameters are selected for the array antenna model it is preferable to consider physical aspects such as the gain/area relation and gain/beamwidth relations by checking following aspects in given order:
1. The considered deployment scenario and coexistence situation will give the appropriate coverage range requirement for the horizontal and vertical domain.
2. From the coverage ranges and deployment scenario the required antenna gain can be determined, from which the array antenna geometry can be determined in terms of number of rows (M), the number of columns (N).
3. From the coverage ranges the array antenna steering capability can be determined in terms element separations (dv, dh). The element separations dv and dh is the distance between radiating elements in the array antenna. The RDN can be used to create sub-arrays to optimize coverage. When sub-arrays are modelled, parameters can be selected to model the sub-array as a radiating element, in this case dv and dh is the distance between sub-arrays in the antenna array.
4. From the given array lattice the element parameters can be considered with respect to the given area for a single element. The element peak gain (GE,max) and half power beamwidth product (3dB and 3dB) depend on each other and must be selected together to maintain accurate model gain response. The element loss (LE) needs to be included when the element peak gain is determined. Select parameter values for beamwidth based on the following two parameters checks: 
a. Check the peak element directivity (DE,max) with the unit area available for a single element in the array lattice, as described in Eq. 3.2-2. 
b. Check the peak element directivity (DE,max) with the half-power beam width product (3dB and 3dB), as described in Eq. 3.2-3.
5. The model gain is guaranteed by an element peak directivity normalization directivity (DE,max) described in Eq. 3.2-4. The peak element gain GE,max is calculated based on Eq. 3.2-5.

The peak element directivity (assuming no losses for a given antenna aperture area) can be expressed as:
		(Eq. 3.2-2)
Also, the peak element directivity for a given wide symmetrical beam can be approximated by:
		(Eq. 3.2-3)
, where K is a factor that depends on the element properties. For single elements with symmetrical large beamwidths (>90 degrees), K = 52525 is appropriate, while for sub-arrays with narrower beamwidth characteristics due to higher sub-array gain, K = 32400 is more appropriate. Depending on the element characteristics the relation between element peak gain and the half power beam width product is different as described in [5]. 
To be exact it is recommended to select element parameters, where the peak element gain is determined by calculating the directivity from a given geometry including beam widths. The element directivity can be calculated based on the pattern described by Table 3.2-1 in dBi as:
		(Eq. 3.2-4)
, where A(,) is defined in linear scale as:
		(Eq. 3.2-5)
Observation 3-3:
Antenna parameters are dependent of each other and must be selected carefully.
Deployment scenarios
For previous frequency ranges (FR1, 7to24 and FR2) RAN4 have defined multiple parameters sets as function of deployment scenario and frequency. The trend is visualized in Figure 3.3-1. For base station operating within the frequency range 52 to 71 GHz it is reasonable to assume that rural, sub-urban and urban scenarios are not realistic due to propagation condition and array complexity. However, since high gain is required for the link budget, a symmetrical array geometry is reasonable. With a symmetrical array the coverage region will have more of a circular shape compared to other scenarios where the coverage is optimized for horizontal resolution.  
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Figure 3.3-1: Deployment scenario overview
For the frequency range 52 to 71 GHz, the most interesting deployment scenarios would be micro and indoor scenarios where the coverage range can be described as a half sphere around the array mechanical bore sight direction as described in Table 3.3-1.
Table 3.3-1: Coverage range 
	Parameter
	Value
	Unit

	Horizontal coverage range
	-80 to 80
	Degrees

	Vertical coverage range
	20 to 160
	Degrees



Since UEs tends to be spread out denser in the horizontal plane, higher resolution in the horizontal domain is expected. Hence, more element is used in the horizontal domain compared with the vertical domain. 
Another aspect to consider for indoor base station deployment scenarios is that the base station can be mounted on a wall, with coverage characteristics similar to a micro scenario or located in the roof with more a half-sphere coverage. One outcome could be to define different types of indoor scenarios, such as wall mounted of roof mounted, since the coverage regions may be different.  

Relevant antenna parameters
In Table 3.4-1, the parameters used for NR FR2 co-existence simulations from TR 38.803 [6] is listed as reference for the discussion.
Table 3.4-1: NR FR2 parameters 
	Parameter
	Urban macro BS
30 GHz
	Dense urban BS
30, 45 and 70 GHz
	Indoor BS
30 GHz
	Indoor BS
45 and 70 GHz
	UE

	Am
	30 dB
	30 dB
	25 dB
	25 dB
	25 dB

	SLAv
	30 dB
	30 dB
	25 dB
	25 dB
	25 dB

	3dB
	65 o
	65 o
	90 o
	90 o
	90 o

	3dB
	65 o
	65 o
	90 o
	90 o
	90 o

	GE,max
	8 dBi
	8 dBi
	5 dBi
	5 dBi
	5 dBi

	LE
	1.8 dB
	1.8 dB
	1.8 dB
	1.8 dB
	1.8 dB

	(Mg, Ng, M, N, P)
	(1, 1, 8, 16, 2)
	(1, 1, 8, 16, 2)
	(1, 1, 4, 8, 2)
	(1, 1, 8, 16, 2)
	(1, 1, 2, 2, 2)

	dh
	0.5
	0.5
	0.5
	0.5
	0.5

	dv
	0.5
	0.5
	0.5
	0.5
	0.5



It can be noticed that array parameters for 70 GHz was defined for NR Dense urban BS and Indoor BS. However, some of the parameters requires further consideration since the selected values for parameters doesn’t pass the parameters check described in section 3.2. 
When sharing studies was conducted in ITU-R 5D for the frequency range 52 to 66 GHz an 8x16 array antenna was assumed with the same number of transmitters and antenna elements. For the frequency range 66 to 71 GHz an 16x16 antenna was assumed. The simulations done for the regulatory rules needs to be considered before finally deciding on antenna parameters for the frequency range 52 to 71 GHz in RAN4.
Regarding the frequency range 52 to 71 GHz, new parameters are required to resolve inconsistencies during the FR2 parameter selection process, also we need to consider array with larger gain. In general, when the frequency is increased the physical size of the antenna will decrease. The peak antenna gain can be expressed as function of wavelength, physical antenna area and aperture efficiency as:
		(Eq. 3.4-1)
For a given area, the peak antenna gain will grow as function of frequency. From an implementation perspective the challenges to build a system with large number of branches will also increase. The physical area of the modelled array antenna can be expressed as:
		(Eq. 3.4-2)
A reasonable assumption is that the antenna aperture area can be kept fixed while the frequency is scaled up. One approach is to assume that the physical array antenna area is constant for the BS when the frequency is scaled from f1=30 GHz to f2=70 GHz. Based on parameters defined for FR2, it is assumed that N=2M, dh=dv=0.5 and ea=1. Then the number of elements at frequency f2 can be calculated as: 
		(Eq. 3.4-3)
This means that the area used for an 8x16 array antenna designed for 30 GHz can be used for an 16x32 antenna designed for 70 GHz. In Figure 3.4-1, three different antenna aperture size as visualized, where the base line area corresponds to the area used for an 8x16 array antenna operating at 30 GHz (in red) and one done scaled antenna aperture and one up scaled antenna aperture.  
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Figure 3.4-1: Array antenna aperture
It is reasonable to assume that (0.5, 0.5) array geometry is suitable as a baseline for array antenna implementations operating within the frequency range 52 to 71 GHz. Based on the element separation it is reasonable to assume element half-power beam-width (HPBW) of (90, 90) degrees. Such an element will produce a peak directivity of 7.5 dBi. 
The experience from high frequency RF design gives that the attenuation losses per wavelength of a certain medium is quite constant. Since the electrical design scales with frequency, the losses would be expected to be similar as for FR2. However, since the larger array gain is expected, RF transmission routing might get considerably longer in terms of wavelengths, so in the end it seems likely that the losses at higher frequencies might get considerable. To account for implementation challenges related to losses foreseen at this frequency range the element loss is set to 3 dB. Using the model described in section 3.2 the element loss includes losses in transmission lines, element, radome, etc.
Using the NR array antenna parameters as base line (summarized in Table 2-1) and adopting the described scaling approach three parameter sets for base stations BS have been created in Table 3.4-2. The first parameter set aligned with the array sizes used in NR, the second is scaled up according to the concept of keeping the area equal and the third one is yet another upscaling by a factor 2. 

Table 3.4-2: BS array antenna parameter sets
	Parameter
symbol
	Parameter set

	
	A
	B
	C

	Am
	30 dB
	30 dB
	30 dB

	SLAv
	30 dB
	30 dB
	30 dB

	3dB
	90o
	90o
	90o

	3dB
	90o
	90o
	90o

	GE,max
	4.5 dBi
	4.5 dBi
	4.5 dBi

	LE
	3.0 dB
	3.0 dB
	3.0 dB

	(Mg, Ng, M, N, P)
	(1, 1, 8, 16, 2)
	(1, 1, 16, 32, 2)
	(1, 1, 32, 64, 2)

	dh
	0.5
	0.5
	0.5

	dv
	0.5
	0.5
	0.5



In Table 3.4-3 beamwidth characteristics, peak composite array gain and other characteristics listed for parameter sets A, B and C.
Table 3.4-3: Array antenna radiation characteristics
	Parameter
	Symbol
	A
	B
	C
	Unit

	Vertical composite beam HPBW
	3dB,array
	6.3
	3.2
	1.6
	Degrees

	Horizontal composite beam HPBW
	3dB,array
	12.6
	6.1
	3.1
	Degrees

	Composite beam peak gain
	Garray,max
	23.1
	28.9
	34.9
	dBi

	Number of transceiver branches
	[bookmark: _Hlk42715555]NRF
	256
	1024
	4096
	Integer

	Number of antenna array elements
	NAE
	256
	1024
	4096
	Integer

	Element area
	Ae
	4.4
	4.4
	4.4
	mm2

	Element height (70 GHz)
	he
	2.1
	2.1
	2.1
	mm

	Element width (70 GHz)
	we
	2.1
	2.1
	2.1
	mm

	Array antenna area (70 GHz)
	A
	578.0
	2312.0
	9316.0
	mm2

	Array antenna height (70 GHz)
	h
	17.0
	34.0
	68.0
	mm

	Array antenna width (70 GHz)
	w
	34.0
	68.0
	137.0
	mm



As a comparison with previous defined parameters for FR1 and FR2, the radiation pattern for the main beam directed towards the reference direction (,)=(0, 0) for parameter set A, B and C is plotted in Figure 3.4-2. The plots show a zoomed in region around the main beam. When the beam is steered the beamwidth characteristics will change slightly and the directivity will drop due to scan-loss.
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[bookmark: _Hlk42695578]Figure 3.4-2: Radiation pattern cuts
The array antenna parameters cover reasonable large array antenna to study aspects related to narrow beam as a consequence of extending the NR frequency coverage up to 71 GHz.
Finally, when narrow beams modelled the resolution used in the simulation needs to be set so that the beams are captures properly. Practically, that means that the (,) resolution should be finer than the narrowest beam used in the simulation.
Proposal 3-1:
To study the impact of larger array gain, use the array antenna parameter sets proposed in Table 3.4-3.

Cell Phase Synchronization
[bookmark: _Ref46944738]General synchronization considerations
There are good reasons to consider before generally mandating stricter TDD cell phase sync. The Cell Phase Synchronization requirement is connected to In Service Performance, operator expansion and maintenance cost, among other aspects. 
1. Generally, the synchronization between nodes does not get easier due to a higher carrier frequency. 
2. We need to consider margins needed for holdover for system availability, stricter Cell Phase Synchronization also means less holdover margin. Especially for high availability, a large portion of the total timing budget is reserved for hold-over operation e.g. in case of GNSS jamming when timing is maintained by the base station internal oscillator. The amount of margin reserved for hold-over depends on a combination of internal oscillator stability and required hold-over duration (which relates to availability). Naturally if we tighten the Antenna Reference Point (ARP) timing error, the budget for holdover also decreases. This means less holdover duration for the same clock source (or that a more capable and expensive oscillator will be needed to maintain the same holdover time). 



[bookmark: _Ref47525875][bookmark: _Hlk46942110]Figure 4.1-1. Example of total ARP total timing budget.

1. Stricter TDD Cell Phase Synchronization requirement would mean that one cannot share already existing NR FR1/FR2 and LTE infrastructure and installations for synchronization.
2. Higher frequency generally means smaller cells and thereby a need for reduced product and installation cost
3. Requiring Telecom PTP backhaul or local GNSS sync receiver installation can be expensive.
4. Some deployments do not necessarily have free sky view like indoor or urban canyons
So, since cost, complexity and system availability are critical, a stricter cell phase sync really needs to be investigated motivated, before any change is made for the 52.6 to 71 GHz range. 
Observation 4-1: For discussion around synchronization requirements, a holistic and complete view of the complete ARP timing budget must be considered. Today a large part today is assigned for hold-over operation.
Observation 4-2: Stricter TDD Cell Phase Synchronization requirement would mean that one cannot share already existing NR FR1/FR2 and LTE infrastructure and installations for synchronization.
General TDD dimensioning
There is a relation between switching time, synchronization error, allowed guard period and cell size. This is outlined in earlier contributions [9,10] and can be summarised in the dimensioning equation for TDD, Equation 4.2-1 below:
[bookmark: _Hlk47117873][bookmark: _Hlk47616958]TGUARD ≥ 2* TSync + 2*Tprop_cell_edge +max ((TBS onè off), (TUE offè on)) + max ((TBS offè on), (TUE onè off))
[bookmark: _Ref46942364]Equation 4.2-1: The dimensioning equation for TDD
[bookmark: _Hlk46942868]Where TGUARD is the total guard period assigned to the system, TSync is the	 Cell Phase Synchronization requirement, Tprop_cell edge is the cell radius and TBS onè off, TUE offè on, TBS offè on and TUE onè off are the transmitter transient periods from TS 38.104 and TS 38.101. TGUARD = TAoffset + TDL_UL as per Figure 4.2-2 below.


[bookmark: _Ref46942251][bookmark: _Ref46942246]Figure 4.2-2. TDD Guard Periods at base station.
We can use Equation 4.2-1 to investigate Cell Phase Synchronization, in relation to other requirements in the equation:
1. If one assumes that cells in the frequency range of 52.6 GHz to 71 GHz are smaller than for lower frequency bands, then Tprop_cell edge in Equation 1 becomes smaller and the need for TGUARD decreases and overhead is reduced.
2. If we further assume that we will operate at higher bandwidths in the frequency range of 52.6 GHz to 71 GHz then this makes it technically possible to reduce the transmitter transient periods TBS onè off, TUE offè on, 
TBS offè on and TUE onè off in Equation 4.2-1. This will, again, reduce the lower limit for TGUARD and decrease overhead. 
3. To achieve the TGUARD gains in bullet 2 above, the switching times in TS 38.211 table 4.3.2-3 have to be coordinated and reduced accordingly.
4. The reduced TGUARD could be traded off with a higher UL/DL switch frequency (lower latency), compared to FR2 or more data (less overhead), again compared to FR2. In FR2, the parameters TBS and TUE from Equation 1 have the values TBS = 3 µs and TUE = 5 µs. If we use the higher bandwidths and make the BS and UE transients faster, say TBS = 1 = TUE = 1 µs, then we save 6 µs of overhead. In Table 4.2-1 and Table 4.2-2 we show an example where we keep the switch point periodicity and reduce overhead measured as symbols or overhead percentage.
The examples in tables Table 4.2-1 and Table 4.2-2 are calculated from Equation 4.2-1. In Table 4.2-1 three different guard periods were picked and the cell radii calculated using Equation 4.2-1 as Tprop_cell_edge * c/2, where c is speed of light and Tprop_cell_edge traverse the cell diameter (hexagonal patern). In Table 4.2-2, the TBS and TUE are reduced and a new (theoretical) guard period is calculated. (If the guard periods are rounded up to whole symbols we get 0.9 %, 1.6 % and 2.3 % instead and bigger cell radius). SCS is 480 KHz, in the example [13].
[bookmark: _Ref47118122]Table 4.2-1: TBS = 3 µs, TUE = 5 µs, TSync = 3 µs, switch point periodicity = 40 slots
	SCS
	T_Guard (symbols)
	Cell Radius
	Overhead

	480
	8
	139
	1,4%

	480
	12
	809
	2,1%

	480
	16
	1479
	2,9%



[bookmark: _Ref47118135]Table 4.2-2: TBS = 1 µs, TUE = 1 µs, TSync = 3 µs, switch point periodicity = 40 slots
	SCS
	T_Guard (symbols)
	Cell Radius
	Overhead

	480
	4,415
	139
	0,8%

	480
	8,416
	809
	1,5%

	480
	12,416
	1479
	2,2%



Observation 4-3: If we further assume that we will operate at higher bandwidths in the frequency range of 52.6 GHz to 71 GHz then this makes it technically possible to reduce the transmitter transient periods 
Observation 4-4: The reduced TGUARD could be traded off with a higher UL/DL switch frequency (lower latency), compared to FR2 or more data (less overhead), again compared to FR2. 
Proposal 4-1: Investigate reduced the transmitter transient periods for BS and UE in in the frequency range of 52.6 GHz to 71 GHz .
If all the points 1 to 4 above are considered and we still need less TGUARD then stricter Cell Phase Synchronization must be judged against cost, complexity and system availability (the holdover time in section 4.1). However, before doing that we have to consider the following important fact:

5. The Cell Phase Synchronization requirement, TSync in Equation 1, is only defined for cells which are overlapping:  
“Cell phase synchronization accuracy for TDD is defined as the maximum absolute deviation in frame start timing between any pair of cells on the same frequency that have overlapping coverage areas” [11].
Point number 5 is important. If a system operating in the 52.6 GHz to 71 GHz range could ensure that cells or groups of cells are isolated (non-overlapping), then the interference protection offered by the Cell Phase Synchronization requirement through Equation 4.2-1 is not needed. Such isolation could be achieved by physical separation, as well as Listen Before Talk (LBT) or the use of the fact that milli-meter wave frequency range is characterised by high propagation loss and directional transmission and reception, from the use of large antenna arrays. Highly directional signal transmission is less likely to interfere other nodes even in the close vicinity, except for the nodes that lie directly in the transmission beam coverage [12]. Clustered and isolated nodes might only need a relative synchronicity in-between and no absolute common timing reference as needed between operators etc. For such nodes with just relative accuracy RIBS could be sufficient.
Observation 4-5: The Cell Phase Synchronization requirement, TSync in Equation 4.2-1, is only needed and defined for cells which are not isolated (overlapping). 
Observation 4-6: Isolation could be achieved by physical separation, as well as Listen Before Talk (LBT) or the use of the fact that milli-meter wave frequency range is characterised by high propagation loss and directional transmission and reception, from the use of large antenna arrays. 
Finally, since a large part of TSync (Cell Phase Synchronization) is holdover margin (Figure 4.1-1), we could keep the input synchronization and operational limits and have less margin for holdover, under certain conditions:
6. We work in the time domain and add more TGUARD dynamically, as synchronicity degrades during holdover. This will prolong holdover time at the expense of symbols used for data. This can be used under emergency conditions or for sites deployed in constrained synchronization accuracy environments.
Observation 4-7: It Is possible to work in the time domain and add more TGUARD dynamically, as synchronicity degrades during holdover. This will prolong holdover time at the expense of symbols used for data.
UE transmit timing and Timing advance
Interference management through Cell Phase Synchronization, isolation, LBT or highly directional signal transmission is just one aspect. UE transmit timing and Timing advance are needed to manage UL interference. So far, symbol duration and Cyclic Prefix (CP) have scaled inversely proportional to Sub Carrier Spacing (SCS). However, already in existing specification, the uplink timing accuracy does not scale with shorter symbol times due to higher Sub Carrier Spacing (SCS). This is shown in 5-1 and 5-2.
[bookmark: _Ref46999919]Table 5-1: Te Timing Error Limit (Table 7.1.2-1 in [11])
	Frequency Range
	SCS of SSB signals (kHz)
	SCS of uplink signals (kHz)
	Te

	1
	15
	15
	12*64*Tc

	
	
	30
	10*64*Tc

	
	
	60
	10*64*Tc

	
	30
	15
	8*64*Tc

	
	
	30
	8*64*Tc

	
	
	60
	7*64*Tc

	2
	120
	60
	3.5*64*Tc

	
	
	120
	3.5*64*Tc

	
	240
	60
	3*64*Tc

	
	
	120
	3*64*Tc

	Note 1:	Tc is the basic timing unit defined in TS 38.211



[bookmark: _Ref46999927]Table 5-2: UE Timing Advance adjustment accuracy (Table 7.3.2.2-1 in [11])
	UL Sub Carrier Spacing(kHz)
	15
	30
	60
	120

	UE Timing Advance adjustment accuracy
	±256 Tc
	±256 Tc
	±128 Tc
	±32 Tc



For the case of UE Timing Advance adjustment accuracy in 5-2 scaling is proportional at SCS = 120 kHz (but not at SCS = 15 kHz and SCS = 60 kHz). If we complete the table for FR2 and then extrapolate for possible SCS for the 52.6 GHz to 71 GHz range, we get Table 5-3: 
[bookmark: _Ref47000773]Table 5-3: UE Extrapolated Timing Advance adjustment accuracy for 52.6 GHz to 71 GHz range
	UL Sub Carrier Spacing(kHz)
	(240)
	480
	960
	1920

	UE Timing Advance adjustment accuracy
	±16 Tc
	±8 Tc
	±4 Tc
	±2 Tc



Let us develop the case of SCS = 960 kHz, not only for Timing Advance adjustment accuracy, or any other particular requirement, but with all uncertainties added, as a whole. A straightforward and simple first quick rough analysis of SCS = 960 kHz will help us to understand the uplink challenge. If we take SCS = 15 kHz and scale requirements inversely proportional to SCS = 960 kHz we get:
[bookmark: _Ref47100957]Table 5-4: UL timing errors
	960kHz UL timing errors
	 
	Comment 

	Ratio 15k- 960k
	64
	 

	Te scaling from 15k 
	6.104 ns
	 12*64*Tc/64 (table 3)

	TA setting error scaling from 15k
	2.035 ns
	 256*Tc/64 (table 4)

	TA resolution error scaling from 15k
	4.069 ns
	 ±(16*Ts/2)/64 = 
= ±(TA_step@15 kHz/2)/64

	Sum 
	12.21 ns
	 

	Ratio sum/CP
	17%
	i.e. Same as 15kHz

	

	Margin channel change (s) w/o Delay spread budget
	61.04 ns
	CP @ 960 kHz – Sum = 
= 144*64*Tc/64 - Sum

	One-way channel change w/o Delay spread budget 
	9.15m
	Margin channel change*c/2



In 5-4, we assume scaling of allowed UE uncertainties to be linear from SCS = 15 kHz (in existing FR1 and FR2 due to non-linear requirement scaling some SCS have large uplink errors in terms of fraction of CP). As can be seen from 5-4, the UE related timing errors become very strict. If we look into the remaining part, the margin channel change (s) w/o Delay spread budget of 61 ns, this corresponds to 61 * c meters = 18 meters of radio propagation (c = speed of light). This means that something corresponding ±9 meters can be handled between two TA control loop updates (last row in 5-4). Note that this is an unrealistically high value since no delay spread is included. Allocating a reasonably large part for channel delay spread we see that only very small cannel changes (small fraction of ±9 meters) can happen if we want to maintain uplink timing within CP. As can be seen in above table this also assumes new very strict TA related requirements.  One could also foresee a need for faster response to channel changes, like UE autonomous adjustments and faster TA control loops with higher resolution.
[bookmark: _Hlk47530854]Observation 5-1: Allocating a reasonably large part for channel delay spread we see that only very small cannel changes (small fractions of ±9 meters and even less) can happen if we want to maintain uplink timing within CP, for SCS = 960 kHz and higher.
Observation 5-2: Strict TA related requirements (for UE) are very important to maintain uplink timing within CP for high SCS.
Proposal 5-1: Investigate faster response to channel changes, like UE autonomous adjustments and faster TA control loops with higher resolution, at least up to SCS = 480 kHz.

Summary
Observation 2-1:
As expected, the PA trend analysis show that both achievable output power and PAE degrades over frequency and for 52.6-71 GHz will be worse compared to existing FR2 bands. This makes the thermal aspects more challenging for 52.6-71 GHz compared to FR2 bands as the area for radiating elements also will be smaller.

Observation 2-2:
Initial analysis of PA dependencies indicates a feasible ACLR range of 20 – 25 dB for 52.6-71 GHz considering reasonable power efficiency needed to handle the thermal aspects. As we expect larger bandwidths for 52.6-71 GHz, the bandwidth aspects should also be weighted in.

Proposal 2-1: Consider the above information on PA trends when deciding emissions requirements and achievable power. Feasible ACLR seems to be in the range 20-25dB

Observation 3-1:
To compensate for degraded RF characteristics and increasing propagation losses larger antenna gain is of great interest.

Observation 3-2:
The number of RF ports includes rows, columns and supported polarizations.

Observation 3-3:
Antenna parameters are dependent of each other and must be selected carefully.

Proposal 3-1:
To study the impact of larger array gain, use the array antenna parameter sets proposed in Table 3.4-3.

Observation 4-1: For discussion around synchronization requirements, a holistic and complete view of the complete ARP timing budget must be considered. Today a large part today is assigned for hold-over operation.

Observation 4-2: Stricter TDD Cell Phase Synchronization requirement would mean that one cannot share already existing NR FR1/FR2 and LTE infrastructure and installations for synchronization.

Observation 4-3: If we further assume that we will operate at higher bandwidths in the frequency range of 52.6 GHz to 71 GHz then this makes it technically possible to reduce the transmitter transient periods 

Observation 4-4: The reduced TGUARD could be traded off with a higher UL/DL switch frequency (lower latency), compared to FR2 or more data (less overhead), again compared to FR2. 

Proposal 4-1: Investigate reduced the transmitter transient periods for BS and UE in in the frequency range of 52.6 GHz to 71 GHz .

Observation 4-5: The Cell Phase Synchronization requirement, TSync in Equation 4.2-1, is only needed and defined for cells which are not isolated (overlapping). 

Observation 4-6: Isolation could be achieved by physical separation, as well as Listen Before Talk (LBT) or the use of the fact that milli-meter wave frequency range is characterised by high propagation loss and directional transmission and reception, from the use of large antenna arrays. 

Observation 4-7: It Is possible to work in the time domain and add more TGUARD dynamically, as synchronicity degrades during holdover. This will prolong holdover time at the expense of symbols used for data.

Observation 5-1: Allocating a reasonably large part for channel delay spread we see that only very small cannel changes (small fractions of ±9 meters and even less) can happen if we want to maintain uplink timing within CP, for SCS = 960 kHz and higher.

Observation 5-2: Strict TA related requirements (for UE) are very important to maintain uplink timing within CP for high SCS.

Proposal 5-1: Investigate faster response to channel changes, like UE autonomous adjustments and faster TA control loops with higher resolution, at least up to SCS = 480 kHz.
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