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1. Introduction

This paper investigates the robustness of the SCMe channel models for different antenna types. This follows decisions in CTIA MOSG to adopt pass/fail limits on the channel model validation results which are carried out on reference dipoles. Concern remains [1] about the sufficiency of these channel model validation procedures and this paper investigates how channel models interact with different antenna types and proposes further work to fully demonstrate that existing validation procedures are sufficient to guarantee consistency in test systems using different channel emulator implementations. 

This contribution provides background and motivation to address the new action item. It follows on from [1] by providing the mathematical basis for why throughput is a function of initial starting phases in the geometric SCME channel models. Throughput simulations are performed for three different antenna types to show how the variation in throughput depends on the antenna type. Furthermore, it is shown that the variation in throughput for any one random seed is non-linear across antenna types. Two seeds that provide average performance for the dipole are then shown to provide diverging results for two alternative antenna patterns. This demonstrates that validation of the channel model using a simple dipole is insufficient evidence that the generated channel model is robust across different antenna types for all sets of random phases that show good validation results.
2. Mathematical basis for throughput sensitivity to starting phases
For the sum of sinusoids (geometric) channel model the coefficients for each of the paths of the channel emulators is based on the definition in section 5.5.1 of [2].
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 are the radiation patterns of the BS antenna [image: image17.png]
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 factor that accounts for the phase shift between antennas due to the AoD and the separation between antennas.
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 are the radiation patterns of the MS antenna [image: image25.png]
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 are the coefficients of scattered/reflected power between the vertical and horizontal polarizations.
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-th path. This is a function of the angle of arrival of the corresponding ray and the direction of movement of the MS.
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 are the initial or starting phases of the 20 sinusoids that, according to [2] have to be chosen from a uniform distribution between 0 and 360 degrees.
There is no direct relationship between throughput and initial phases but throughput is known to depend on the covariance between the paths of the channel emulators. As [image: image63.png]hysn(t)



 is a deterministic signal (once the initial phases have been chosen) the covariance can’t be calculated. Instead the covariance is calculated between the same path of two channel emulators using the following estimator:
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Where:
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 is the covariance between path [image: image68.png]
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 are the BS and MS antennas that are connected by channel emulator [image: image78.png]
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 are the BS and MS antennas that are connected by channel emulator [image: image84.png]
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 is the number of samples that are used for estimating the covariance.

The normalized correlation on path [image: image88.png]
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If we expand this formula the resulting terms can be grouped into three terms:
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Where:
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The last term is a sum of sinusoids that tends to 0 as [image: image99.png]


 becomes large, so can be ignored. For the other two terms [image: image101.png]


 is independent of the initial phases, only [image: image103.png]


 depends on the value of the initial phases. In order to investigate the variation in covariance caused by the different initial phases, 500 groups of initial phases were randomly generated, and [image: image105.png]


 and [image: image107.png]Cijn



 were calculated for each group. 
Table 1 summarizes the configuration in this calculation.
Table 1. Parameters for covariance numerical study

	Channel model 
	UMa

	MIMO Configuration 
	2 x 2

	Tx side Antenna Pattern Setting 
	As defined in [3] subclause 8.5

	Rx side Antenna Pattern Setting
	Samsung S4 Landscape 0 degrees elevation (L0) as measured in [4]

	Rx Rotation Angle 
	0 degrees


Figure 1 shows the normalized correlation coefficient for the first cluster between channel emulator 1 (connection between Tx1 and Rx1) and channel emulator 2 (connect Tx1 and Rx2. The black points are the sum of [image: image109.png]


 + [image: image111.png]


, the red points are the [image: image113.png]


, which depend on different initial phases. This figure shows the peak to peak variation is about 0.1 and demonstrates the correlation coefficient is dependent on initial phase selection which will have a subsequent impact on throughput.
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Figure 0. Normalized Correlation Coefficient between channel emulator 1(Connect Tx1 and Rx1) and channel emulator 2 (Connect Tx1 and Rx2) for first cluster
3. Comparison of MPAC and RTS signal flow

Figure 1 shows the signal flow in each method.
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Figure 1. Comparions of MPAC nd RTS signal flow

The key point is that prior to any method-specific processing differences, the channel model and ideally the channel model emulation are equivalent. This mena sthat the red points in Figure 0 representing the impact of starting phaess on device perforamnce are a fucntion fo channel model implementaiton and have the same impact on both methods.
4. Link level simulation of impact on throughput
The previous section provided a numerical analysis of the expected impact on phase selection of the covariance but this does not provide a direct link to the impact on throughput. To study this further link level throughput simulations were performed using Keysight’s simulation platform SystemVue, Table 2 shows the simulation parameters. 
Table 2. Simulation parameters for link level throughput analysis

	Channel model 
	UMa

	MIMO Configuration 
	2 x 2 TM3

	Tx side Antenna Pattern Setting 
	As defined in [3] subclause 8.5

	Rx side Antenna Pattern Setting
	Samsung S4 Landscape 0 degrees elevation (L0) and Portrait 0 degrees elevation (P0) as measured in [4]

	Rx Rotation Angle 
	0 degrees

	Modulation Type
	16QAM

	Simulation Time for each realization 
	2000 subframes (to limit simulation time)


The absolute power value (RS_EPRE) returned by the simulation does not have a direct link to MIMO OTA radiated tests in a chamber with a real DUT since in the simulation domain, a fixed noise level is added to represent a typical DUT. However, the relative throughput performance for different phase selections is meaningful and the purpose of the simulation. The simulation time for each realization was set to 2000 subframes. This is less than the 20000 subframes used in [4] but was chosen to limit simulation time. Observation of longer times showed minimal impact on results compared to the variations caused by the phase selection.

Figure 2 shows the throughput vs. power simulation for 100 realizations using the S4 L0 pattern at 0 degrees azimuth. Each realization utilizes different random seeds to generate the starting phases. The results show the throughput is very sensitive to initial phase selection. At the 70% threshold, the variation in power is clearly above 5 dB and with extrapolation beyond the simulation limits probably over 6 dB.
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Figure 2 Throughput vs Power for 100 Realizations for S4 L0 UMa

Figure 3 shows the throughput vs. power simulation for 100 realization for S4 P0. This simulation uses the same random seeds as in Figure 2. The power variation at 70% is around 4 dB and visually has a narrow distribution than the L0 results in Figure 2.
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Figure 3 Throughput vs Power for 100 Realizations for S4 P0 UMa

It is known from previous analysis that the average of multiple realizations of the geometric channel model will converge on the results achieved using the correlation-based model, which due to the different way fading is implemented, does not have a dependency on phase selection. Figure 4 shows the average of all the realizations for reach antenna and it is clear there is a 2.5 dB degradation in the L0 vs. the P0 pattern.
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Figure 5 Average Throughput over 100 Realizations vs. Power for UMa S4 L0 and P0
5. Comparison of link level simulations with real results
It is interesting to look at the 3GPP harmonization campaign results in [4] for the same antenna cuts. For ease of understanding, the comparison of the raw data in [4] is provided in [5]. From [5] the summary of the S4 UMa P0 and L0 results is as follows:

Table 3. MPAC vs. RTS 70% outage results for UMa S4 P0 and L0 [5]

	Azimuth angle
	0
	30
	60
	90
	120
	150
	180
	210
	240
	270
	300
	330
	AVG

	MPAC P0
	-88.5
	-88.2
	-88.2
	-88.5
	-88.5
	-87.1
	-86.3
	-86.2
	-86.4
	-86.2
	-86.3
	-87.1
	-87.4

	RTS P0
	-88.1
	-88.2
	-88.0
	-88.7
	-88.6
	-87.6
	-86.2
	-85.9
	-86.5
	-86.3
	-86.5
	-87.4
	-87.4

	MPAC – RTS P0
	-0.4
	-0.1
	-0.1
	0.2
	0.1
	0.4
	-0.1
	-0.2
	0.1
	0.1
	0.3
	0.3
	0.0

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	MPAC L0
	-89.9
	-90.2
	-90.1
	-88.9
	-90.1
	-88.1
	-88.7
	-88.9
	-89.5
	-89.2
	-89.4
	-90.2
	-89.5

	RTS L0
	-86.0
	-84.4
	-84.3
	-85.2
	-85.5
	-85.3
	-84.6
	-84.2
	-85.2
	-86.3
	-86.1
	-86.4
	-85.4

	MPAC-RTS L0
	-3.9
	-5.8
	-5.9
	-3.8
	-4.6
	-2.8
	-4.1
	-4.7
	-4.3
	-2.8
	-3.4
	-3.8
	4.1


These results (for all outage levels) are plotted for each antenna in Figure 6.
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Figure 6. Throughput plots of MPAC vs. RTS for S4 UMa P0 (left) and L0 (right)

It can be seen from Table 3 and the plots in Figure 6 that the P0 results are very well aligned while the L0 results are clearly not aligned with an average of 4.1 dB difference at 70% and there is missing data from higher thresholds for RTS. The consistency of the P0 results between methods across the azimuthal plane indicates this is highly unlikely to be a fluke result meaning the P0 results can be considered as a safe reference of correct performance from both methods while the L0 results clearly indicate issues.

Looking closer at the azimuth 0 results it can be seen that the RTS result for L0 is 2.1 dB worse than P0 (-86 vs -88.1) indicating the L0 has a worse antenna pattern. However, the opposite trend is seen with the MPAC results where the L0 results for 0 degrees is 1.4 dB better (-89.9 vs 
-88.5). This indicates a relative change in performance of 3.5 dB for the 0 degrees L0 result between the methods. Averaging across azimuth the RTS results show the L0 cut to be 2 dB worse than P0 while the MPAC results show L0 to be 2.1 dB better than P0 – a relative change in performance of 4.1 dB between methods.

The simulation results in Figure 5 are not directly comparable to the results in Table 3 since the characteristics of the SystemVue simulator will not be identical to those of the S4 DUT, in particular for absolute sensitivity. Also, the RTS results in Table 3 are with the correlation channel model implementation and not the geometric. However, the antenna patterns for simulation and measurements are identical and it is therefore useful to compare relative results. The average of the geometric simulations in Figure 5 (which is known to converge on the correlation-based results) show that the L0 result is 2.5 dB worse than P0. This compares favourably to the 2.1 dB L0 degradation seen in Table 3 from the real measurements. In comparison, the MPAC results for L0 in Table 3 show a 1.5 dB improvement in L0 at 0 degrees compared to P0, which is the opposite sense to what the simulations for the antenna patterns predicted.

As noted, due to the differences in receiver designs and correlation vs. geometric channel models these results are not directly comparable, however, there is a strong indication that for the average of the 100 realizations of the geometric channel model in the simulation there is close alignment in L0 degradation with the RTS results from real measurements in Table 3. This contrasts with the 1.5 dB improvement in L0 performance shown for MPAC in Table 3 not predicted by the simulations.
6. Analysis of initial phase impact on channel model validation
The channel model validation results presented by three different channel model implementations all show close alignment to agreed target values. These are shown in figures copied from [3]. (Note there is a known problem with the reference curves in Figure 8.4.3-1 (b) [6] but the measurement data is considered correct.)
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Figure 8.4.3-1: For Band 13, temporal correlation measurements of SCMe UMa (a) and SCMe UMi (b) emulated by channel emulator A; SCMe UMa (c) and SCMe UMi (d) with channel emulator B, both for Band 13
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Figure 8.4.3-4: Band 13 temporal correlation measurements of SCMe Uma and Umi
 for the RTS method with geometric implementation
The target values in [3] subclause 8.3.2 are derived from a single stream channel emulator which is insensitive to the choice of phases. For validation results that contain two fading signals, the understanding is that phase selection should be such that the results converge on the signal fader target values and that this process is implementation dependent.

Recent agreements in [7], [8] and the proposal in [9] aim to set limits for v1.1 of the MIMO OTA test plan for Doppler temporal correlation, spatial correlation and PDP. The relationship between acceptable deviations from the target values and the impact on measured throughput has not yet been established and current limits are based more on observation of validation results rather than a detailed mathematical or empirical study of the impact of actual variations on real devices.

From the simulation results of Figures 1 to 3 it can be seen that even small deviations of +/- 0.05 from expected correlation values can cause large swings in the RS_EPRE required to meet fixed outage levels, in the order of 4 to 6 dB for the cases analyzed. Various studies have been carried out on the impact of initial phases on validation target values.

Figure 7 from [10] shows an example for UMi Temporal correlation.
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Figure 7. Variation in temporal correlation target as a function of initial phase selection for UMi for two random realizations

Small differences can be seen in the order or 0.05 even for these two random realizations.

Figure 8 from [10] shows the expected variation of PDP for UMa and UMi based on 40 phase realizations.
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Figure 8. PDP for UMa and UMi for 40 realizations of the channel models

Figure 9 shows a simulation of the expected variation in spatial correlation for ten realizations of UMa and UMi.
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Figure 9. Variation in spatial correlation for UMa and UMi for 10 realizations of the channel models

It would appear that these variations in validation targets in Figure 7 to 9 are within the limits being agreed in [7], [8] and [9] and yet the simulations with real antenna patterns using similar sets of random phases produced large swings of over 6 dB in throughput results.

To demonstrate the sensitivity between phase selection and antenna type, the simulation in Figure 1 was repeated for the simple vertical dipole used for channel model validation. The results are shown in Figure 10.
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Figure 10. Throughput vs Power for 83 Realizations for vertical dipole UMa

It is very evident from Figure 10 that the sensitivity of throughput to phase selection for the dipole is much less than for the real antennas in Figures 2 and 3. At 70% the peak variation is only 2 dB with 90% of values falling within 1 dB. This result indicates something important about the vertical dipole used for channel model validation in that it appears much less sensitive to throughput variations than real antennas using the same channel models and this may have a corresponding effect on the ability of the channel model validation results to predict measurement system accuracy issues when measuring real antennas.

So far the analysis of the impact of phases on throughput has been using the average of the 100 realizations, which should align with the correlation-based implementation. The next level of analysis is to look at how specific seeds vary across antenna types. It can be seen from Figure 5 that the average difference for all 100 realizations between the two antennas is 2.5 dB. This aligns well with the RTS correlation-based measurement results from Table 3. It might then be expected that each and every seed would show a similar shift in performance across antenna types.

Figure 11 show the result for seed 20.
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Figure 11   3.2 dB Difference L0 to P0 @ 70% for Random Seed 20
This result is a bit higher than the average difference of 2.5 dB seen in figure 5. However, Figure 12 for seed 10 shows a very different result in the other direction.
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Figure 12   0.4 dB Difference L0 to P0 @ 70% for Random Seed 10
In Figure 12 the L0 to P0 performance difference is seen to drop to only 0.4 dB due to P0 getting 0.3 dB worse but the L0 getting around 2.5 dB better.

The in figure 13 the opposite is seen to be the case. 
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Figure 13   5.4 dB Difference @ 70% TP for Random Seed 18
The performance gap in Figure 13 (using best case linear extrapolation) is now 5.4 dB with P0 improving by 1.2 dB and L0 degrading by 2.2 dB. 

Other seeds 8, 9 and 22 (not plotted here) provided 4.7 dB, 1.7 dB and 1.5 dB differences.

A similar exercise was performed using the dipole shown in Figure 14.
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Figure 14   2 dB Difference @ 70% for six seeds and vertical dipole

Table 4 summarizes the impact of seed vs. antenna type.

Table 4. Impact of seed on antenna type

	Seed
	P0
	L0
	Dipole
	L0 – P0

	8
	-91.5
	-86.8
	-105.5
	4.7

	9
	-93.7
	-92
	-106.0
	1.7

	10
	-91.5
	-91.1
	-105.0
	0.4

	18
	-93
	-87.6
	-106.0
	5.4

	20
	-91.8
	-88.6
	-105.3
	3.2

	22
	-92.3
	-90.8
	-106.0
	1.5

	Spread
	2.2
	5.2
	1.0
	


For these six seeds, the dipole showed a variation of only 1 dB while L0 showed 5.2 dB. Note also there is no obvious relationship between seed number and performance. Seed 18 provided one of the best P0 and best dipole performance and one of the worst L0 performances giving a P0 / L0 gap of 5.4 dB while seed 10 gave the worst P0 and dipole performance and one of the best L0 performances showing a P0 / L0 gap of only 0.4 dB.  
7. Analysis of seeds providing average dipole throughput
Having established that there is no clear link between seeds and antenna types a further simulation was performed using two seeds which provided average performance with the dipole. Figure 15 shows the average of 100 throughput simulations for the dipole using different random seeds. Also shows is that seeds 70 and 88 provide performance within 0.1 dB of this average.
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Figure 15. Throughput vs. Power for dipole: average over 100 seeds vs. seeds 70 and 88
Figure 16 shows the equivalent result for the S4 P0 pattern with the average for 100 seeds plotted against the results for seeds 70 and 88. 
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Figure 16. Throughput vs. Power for S4 P0: average over 100 seeds vs. seeds 70 and 88
Figure 17 shows the equivalent result for the S4 L0 pattern with the average for 100 seeds plotted against the results for seeds 70 and 88. 
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 Figure 17. Throughput vs. Power for S4 L0: average over 100 seeds vs. seeds 70 and 88
What can be seen from Figures 16 and 17 is that seeds which provide identical average performance for the dipole, produce widely varying results for two other antenna patterns. In the case of P0, seed 88 is 1.7 dB better than the average @ 70% while the seed 70 is 1.9 dB worse, a spread of 3.6 dB.  In the case of L0, seed 88 is 2.5 dB better than the average @ 70% while the trajectory of seed 70 is unlikely to reach 70% at any power so is many dB worse. 

It is reasonable to conclude that seeds 70 and 88, which provide the average performance for the dipole, are also providing acceptable channel model statistics. This assumption will be tested in future work. If this is shown to be the case then the results in Figures 16 and 17 indicate that seeds which provide expected performance for the dipole cannot be relied onto provide consistent results with different antenna types.
8. Sufficiency of existing channel model validation

Although the existing channel model validation and the upcoming validation for channel emulator input phase are necessary there is still a large difference between the validated signals based on single channel faded CW and those used for throughput tests which are fully encoded LTE signals with controlled correlated fading between the streams. 

As a result of the recent 3GPP harmonization campaign which highlighted significant differences between MPAC and RTS for one orientation on four devices with the UMa channel model, subsequent conducted ADTF analysis by Keysight [11] and Spirent [12] using the same measured antenna patterns revealed similar differences in performance to those found in the 3GPP radiated results [4] where close alignment was seen for the S4 P0 orientation but a 4 dB difference occurred at L0.

This discrepancy in the conducted results indicates that the RTS/MPAC differences are caused not by the radiated portion of the methods which are necessarily very different, but are already present in the conducted domain where both conduced ADTF implementations convolved the same antenna patterns with the SCMe UMa channel model. This rules out possible positioning issues and strongly indicates the cause lies in the implementation of the channel model.

Further analysis by Keysight, some of which is published in [13], showed that by manipulating the starting phases of the 20 sinusoids in the SCMe model, large swings in throughput measurements could be observed, and that these were a strong function of channel model and antenna pattern indicating a very non-linear relationship, confirming the results in this paper using simulation.

9. Conclusion and recommended next steps

The following are known:

1. Three different implementation of the geometric SCME channel models all fall within close limits to expected target values. This is currently accepted as the best evidence the channel model is correctly implemented.

2. We know from the mathematics, numerical analysis and link level simulations that the choice of starting phases has a big impact on throughput and that impact is dependent on antenna pattern and channel model.

3. This paper has shown the variation in throughput due to phase selection is minimized when using a vertical dipole of the type used for channel model validation.

4. We know that phase selection has a small but noticeable effect on the target validation values for PDP, temporal and spatial correlation. 

5. This variation in expected validation results is similar to the limits recently proposed for the 1.1 MIMO OTA test plan in [7], [8] and [9].

6. The phase selections that cause these small variations in the validation target values are also capable of changing throughput results for the reference dipole by 2 dB and for two real antennas by 4 dB and 6 dB.

7. Furthermore it is shows that two seeds which provide the expected average performance for the dipole produce widely diverging results from the expected average of different antenna types suggesting that validation of channel model statistics for different seeds using a dipole is no guarantee of consistent performance using different antenna types.

8. With the possible exception of [14] which was shown to be inconclusive in [1] there are no significant studies of the effect of different channel model implementations on real devices with antennas that are known to cause difficult operating conditions.

It is concluded from the above that it can no longer be safely assumed that channel model validation results that fall within the limits in [7], [8] and [9] provide sufficient evidence that the measured channel model will behave as expected when received by real antennas that do not look like dipoles.
Consistent with action item 63bis.01 it is proposed to do the following:

1. On a theoretical level, augmented channel model validation is studied which is based on analyzing the fully encoded LTE MIMO signal. This for instance could be based on analysis of CQI statistics using a reference device with reference antenna.

2. On an empirical level, suitable devices are measured in a lab that has different channel model implementations.

Repeat channel model validation using seeds that provide average dipole performance but show widely diverging performance for different antenna types.
10. References
[1]
CTIA MOSG160413 Keysight Technologies “Augmented channel model validation”

[2]
TR 35.996 v13.0.0 “Spatial channel model for Multiple Input Multiple Output (MIMO) simulations)”

[3]
TR 37.977 v13.3.0 Verification of radiated multi-antenna reception performance of User Equipment (UE)”

[4]
R4-155322 CATR MIMO OTA harmonization campaign test results
[5]
R4-155339 Rohde & Schwarz “MIMO OTA Harmonization Campaign Analysis”

[6]
R4-162547 Keysight technologies “Channel model validation”

[7]
CTIA MOSG160416 Spirent Communications " Doppler Temporal Validation for MIMO OTA Test Plan v1.1”

[8]
CTIA MOSG160504 Spirent Communications “Spatial Validation Testing for MIMO OTA Test Plan v1.1”

[9]
CTIA MOSG160504 Spirent Communications “PDP Validation Testing for MIMO OTA Test Plan v1.1”

[10]
R4-164727 Keysight Technologies “Channel model alignment and validation”

[11]
R4-161069 Keysight Technologies “Root cause analysis of AC method differences”

[12] 
R4-77AH-OTA-0016 Spirent Communications “Investigation of MPAC and RTS Differences Utilizing Conducted ADTF Model”
[13]
R4-161069 Keysight Technologies “Root cause analysis of AC method differences”

[14]
CTIA MOSG140806R2 Intel, Anite, ETS-Lindgren, Satimo, Spirent “MPAC IL/IT Phase 3 report: GS4 Band 2 and TAB Band 4 results”
CTIA documents are available to CTIA members only.
Throughput (%/100)





Throughput (%/100)





Throughput (%/100)





Throughput (%/100)





Throughput (%/100)





Throughput (%/100)





Throughput (%/100)





Throughput (%/100)








Page 1

