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1. Introduction
During RAN4#72bis, the work towards NAICS demodulation requirement scenarios continued and further agreements were reached [1]. However, because of the lack of consensus, no agreement could be made on initial simulation assumptions such as e.g. the proposal in [2]. In fact, it could prove useful as a starting point to discuss the interference model for NAICS demodulation as a whole, instead of directly targeting test case definitions. This contribution discusses the required structure and time/frequency characteristics of the interference model needed to verify the NAICS demodulation functionality. Also, whenever possible, some level of realism of the interference model wrt. practical network deployments is desirable. To this end, system simulations are provided, e.g. to determine time/frequency characteristics of the interference generated by practical schedulers.  
2. Interference model for NAICS
2.1. Purpose of NAICS demodulation tests
Let us first clarify the purpose of NAICS demodulation tests, which we see as threefold:
1. Verification of UE implementation of blind parameter estimation;
2. Verification of NAICS demodulation performance gains;  

3. Robustness of NAICS receiver under unfavorable interference conditions, assuming that the interference truly reflects the network assistance signaling.
RAN4 needs to verify each of the above functionalities, however since 1. and 2. cannot be decoupled – blind parameter estimation being an internal functionality of the UE – these would likely be jointly tested. As for the robustness of the receiver, it can be tested separately. 
Proposal 1:

Introduce PDSCH demodulation tests for the verification of NAICS throughput gains.

Proposal 2: 
Introduce a PDSCH demodulation test to verify the robustness of the NAICS receiver in unfavorable interference conditions. 

Proposal 3: 
The interference model truly reflects the network assistance signaling.
2.2. Interference model
In this section we sketch an overall structure of the interference model for NAICS. Following the course of the work during the Study Item and Work Item phases, two interfering cells need to be explicitly modeled. Instead of discussing / agreeing on each interference parameter in isolation, the parameters need to be put into context based on how these are typically used in real network deployments. Figure 1 illustrates the high level structure of the interference parameters for one given interfering cell.
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Figure 1: Conceptual view of NAICS interference modelling for demodulation test cases – The model applies per interfering cell.
First, we conceptually establish a model where for each modeled interfering cell the test equipment (TE) would schedule one or more “virtual” UEs. Based on the model, the frequency granularity of the experienced interference depends on the number of virtual interfering UEs scheduled per TTI and on the parameters of each interfering virtual UE. The time granularity of the experienced interference depends on, how many continuous TTIs are scheduled for one virtual UE.

Then, we distinguish parameters which are of cell specific in nature from the ones which are clearly UE specific. In addition, each interfering cell needs to be defined with a set of propagation parameters. This classification of the parameters is shown in Figure 1.
The following parameters are associated to each interfering cell, and they correspond to the semi-static interference parameters signaled to the UE in the NAICS assistance information:

· PB value

· CRS assistance information (CRS configuration and MBSFN subframes)

The following parameters are also associated to each interfering cell, however, there is no higher layer signaling for them:
· CSI-RS configuration(s)
· Control region / PDSCH start symbol

· PDCCH modeling
Interference parameters that correspond to one virtual UE transmission are: 
· Transmission mode and PA value, fixed for each UE.
· Resource allocation, MCS and rank, fixed for one UE in a TTI.

· Precoding, which may vary within each UE’s resource allocation, depends on the DL transmission mode and CSI feedback mode.
· DMRS ports (if applicable) and nSCID are fixed for one UE in a TTI.
The goal of the virtual UE concept is to clarify, how the final interfering signal from one interfering cell is a composition of individual virtual UE allocations. The concept shows the co-dependencies between certain interference parameters, also ruling out some combinations of interference parameters that would be impossible, based on e.g. LTE signaling limitations. The interference characteristics are discussed in the next section, with the help of this virtual UE concept.
2.3. Interference characteristics
The interference parameters need to be selected such that the previously identified test purposes are fulfilled, i.e. that the UE functions under test are verified. For instance, for the verification of blind parameter estimation the test should ensure that:
a. UE properly estimates blindly interference parameters such that throughput gain is observed.
b. There is sufficient discrimination wrt. bad interference estimation behavior.
For item b, currently used Phase-1 type of interference model is clearly not sufficient. For instance a static wideband rank-1 QPSK interferer will not guarantee that:
· UE performs correctly other than QSPK modulation estimation.
· UE performs correctly rank-2 NAICS processing or alternatively falls back to LMMSE-IRC processing if interference conditions are not favorable to gain from NAICS processing.
· UE performs correctly narrowband interference parameter estimation in general.
Related to the interference granularity in general, the following was agreed during RAN4#69:
“Interferer parameters are assumed to have granularity of at least 1 PRB pair in time. Further bundling in frequency domain is FFS.” 
However, we do not see as reasonable to enforce per-PRB interference parameter variation in all NAICS demodulation test cases because:
· Several companies showed benefits in assuming larger granularity on blind detection accuracy which translates to larger throughput gains.
· The discrimination between the NAICS receiver and the baseline LMMSE-IRC receiver can decrease from several dBs to close-to-none, if one compares the two extreme cases of a static rank-1 QPSK interferer and per-PRB random PMI, rank, MCS including TX/DTX interference modeling.
· Using per-PRB interference randomization in all of the test cases would leave higher layer resAllocGranularity-r12 parameter untested for values > 1.
· Realism of the interference model wrt. real network deployments should be kept to the largest extent possible such that the demodulation test case would provide a reasonable expectation of NAICS performance in practice.
Hence, proper balance needs to be found between fulfilling test purposes while keeping the parameterization reasonably close to real deployments. In a real world situation, the interference stems from a scheduler which schedules one or multiple UEs in an interfering cell. We discuss below realistic choice for the parameterization of the interference, based on system level simulations provided in the Annexes B, C and D.
Number of virtual UEs per TTI
· FTP traffic modeling in system simulations is closer to real-world traffic patterns. Results in Annex B show that under the low-to-medium interference loads considered until now, the median value of the number of UEs scheduled in one TTI is ~1, while the 90%-tile is between 2-4 UEs depending on the load, which may be considered as a worst case situation.
· Under full buffer traffic the median value of the number of UEs scheduled in one TTI is ~6, while the 90%-tile is around 7-8 UEs, as shown in the results in Annex B.
· Control channel capacity restrictions need to be considered. It is unrealistic to assume that an interfering cell schedules e.g. 50 individual UEs in one TTI.

Observation 1: 
Even under full buffer traffic assumption, no more than 8 UEs are simultaneously scheduled in a TTI.
Time/frequency granularity
System level simulations are used to study time/frequency characteristics of scheduled interference. We have conducted an analysis similar to the ones made during the Rel-11 LMMSE-IRC performance work (see e.g. [4]). UE CQI/PMI feedback mode 3-2 was assumed. Our first observation relates to the resource allocation: even though the scheduler works on a per-PRB basis, since the UE CQI feedback is provided per subband (6 PRBs in this case), almost all scheduling decisions occur effectively per CQI subband (see Table 1 in Annex C). Also, downlink frequency domain packet scheduling (FDPS) gains are harvested through resource allocation Type 0 (RBG-based) in practice, which will result in contiguous blocks of interference in the frequency direction rather than per-PRB variations.
Proposal 4: 

Resource allocation granularity of the interference is per subband assuming practical worst case.
Looking further into PMI statistics, results are provided in Annex D in the form of exemplary time/frequency traces as well as CDFs (number of consecutive PRBs or TTIs a given PMI index is scheduled over) for various interference traffic loads. We reach similar conclusion as during the Rel-11 LMMSE-IRC Work Item that a practical worst case situation occurs under full buffer interference traffic model where PMI / rank varies close to a per-subband and per-subframe basis.

It should also be noted that CRS-based closed-loop spatial multiplexing schemes (TM4 & TM6) do not allow precoder switching on per-PRB basis, due to the limitations of downlink control signalling. For these transmission modes, the interfering precoder has minimum granularity of one subband. For DMRS-based interferer transmission, a smaller precoding granularity is possible, while transmission rank is static for one virtual interfering UE.
Proposal 5: 

Consider random PMI & rank per-subband and per-subframe basis for interfering cells, similar to the Rel-11 LMMSE-IRC Work Item. For TM8/TM9 interference, smaller precoding granularity can be considered.
Interferer MCS and rank
Phase-2 interference model from the NAICS Study Item introduces a statistical model for the interferer modulation order selection [3]. Using a similar model for the demodulation requirements would best reflect a realistic network behavior. However, due to the low NAICS gains with e.g. 64QAM interference, a modified MCS distribution should be considered for the demodulation requirements, to ensure sufficient discrimination between a NAICS receiver and an LMMSE-IRC receiver. Similar to MCS selection, Phase-2 model also introduces a distribution for the interferer rank selection. In principle, a statistical model for rank selection is preferable, as it better reflects realistic network behavior. However, to ensure sufficient discrimination, a modified rank distribution could be considered. From interference structure point of view, same modulation and rank should be applied within one virtual interfering UE allocation, i.e. modulation order and rank cannot have smaller granularity than the overall resource allocation granularity.
Proposal 6: 

Consider statistical model for the interferer modulation order and rank, with distributions that allow sufficient NAICS gain. The selection granularity of both parameters shall match the resource allocation granularity.
Per-UE PDSCH power (PA value) 
NAICS higher-layer signaling allows indicating subsets of PA values possibly used in the interfering cell (for CRS-based transmission modes). For the demodulation tests, these subsets should be signaled, matching the actual interferer parameter dynamics of each test. This ensures functional testing of the UE’s capability to interpret the signaling and also increases discrimination to LMMSE-IRC receiver. Also, the value of PA is semi-statically configured for each UE. From an interference perspective, different PA values in an interfering cell may be experienced over time and frequency, since these would correspond to different scheduled interfering UEs. We have observed in system level simulations that even under the worst case of a full buffer scenario, no more than eight UEs are scheduled per TTI, hence it does not make sense to consider PA value randomization on a per-PRB basis. 
Proposal 7: 


PA value randomization within the signaled subset is at most per-CQI-subband basis.
PDSCH start symbol
RAN1 did not agree on any signaling that would inform the UE on the PDSCH start symbol or whether the interferer PCFICH does actually indicate the correct start position. Therefore, due to the uncertainty, UE should follow a conservative approach and assume maximum control area length in the interferer. To maximize discrimination to the LMMSE-IRC receiver in test cases, the CFI should match the agreed conservative start symbol in every TTI.
Proposal 8: 

Agree on a conservative value of the PDSCH start symbol to be assumed by the UE.
Proposal 9: 

In test cases, the CFI should match the agreed conservative start symbol in every TTI.
CSI-RS configuration

There is no agreed signaling of the interferer CSI-RS configuration. CSI-RS resources, if configured, may occupy any number from 0 to 40 REs per PRB. Their impact is threefold:
1. Impact on blind interference parameter estimation.
2. PDSCH RE mapping over CSI-RS may create TM2/TM3 precoder phase ambiguities.
3. Since CSI-RS have different power, precoding and potentially modulation order than the interfering PDSCH, PDSCH-IC performance is impacted.
Assuming that blind parameter estimation would be restricted to non-CSI-RS resources is not seen as a reasonable assumption, as there are not many of such resources. Taking also into account the control region and OFDM symbols carrying CRS, blind interferer parameter estimation could prove problematic with CSI-RS avoidance.
Proposal 10: 

Do not configure CSI-RS in the interfering cells in any of the NAICS test cases.
Geometry & interference levels
In order to have a good separation between LMMSE-IRC and NAICS receivers, low geometry situation should be targeted by the demodulation tests. If agreed, IRC-fallback test can have medium geometry and/or smaller interference power. Choosing the INR profile depends on the test point (serving cell SNR) of each test, the number of interferers and the differentiation required.
Proposal 11: 
Demodulation tests should target low geometry scenarios. 

Proposal 12: 
Robustness tests could consider higher geometry and/or lower interference levels. 

Control channel interference modeling

Despite bringing more realism to the test, we do not favor introducing any amount of control channel interference in NAICS PDSCH demodulation tests. PDCCH interference could narrow the performance gap between the NAICS receiver and the baseline receiver and hence compromise the purpose of the test. A separate study item on control channel interference mitigation has been proposed for Release-13 [5], implying that it is infeasible to fully address the PDCCH interference issues during Release-12 NAICS performance part.
Proposal 13:

Do not introduce PDCCH interference in any of the NAICS test cases, regardless of the INR level.
DTX detection
One of the interference characteristics, discussed in RAN4 for blind parameter estimation, is the detection of the presence (TX) or not (DTX) of an interfering transmission. For example, in the Phase-2 interference model, part of the TTIs is left with no interferer transmission, based on the targeted resource utilization. However, from NAICS demodulation requirement perspective, verifying the implementation of interferer TX/DTX detection may prove difficult.
The main concern is, whether the interferer TX/DTX detection is testable. Showing a loss from incorrect DTX detection is difficult, as the serving cell SINR increases considerably during interferer DTX, and any incorrect UE behavior is easily masked by the large jump in serving cell SINR. Introducing discontinuous interference transmission may not help revealing incorrect UE behavior and instead just decrease the discrimination between NAICS and IRC receiver.
Proposal 14:

In NAICS demodulation tests, apply 100% resource utilization in the interfering cells.
Time/frequency offsets
Time/frequency offsets between base stations should be considered in test case definitions, since it may impact channel estimation for the interfering cell and thereby PDSCH interference cancellation efficiency. We propose to reuse assumptions established in RAN4 for eICIC/feICIC.
Proposal 15: 

Reuse time/frequency synchronization assumptions from eICIC/feICIC work.
3. Conclusion 
In this contribution, we discussed the interference model for NAICS demodulation tests. We conclude on the following set of proposals:
Proposal 1:


Introduce PDSCH demodulation tests for the verification of NAICS throughput gains.

Proposal 2: 

Introduce a PDSCH demodulation test to verify the robustness of the NAICS receiver in unfavorable interference conditions. 

Proposal 3: 

The interference model truly reflects the network assistance signaling.

Proposal 4: 

Resource allocation granularity of the interference is per subband assuming practical worst case.

Proposal 5: 

Consider random PMI & rank per-subband and per-subframe basis for interfering cells, similar to the Rel-11 LMMSE-IRC Work Item. For TM8/TM9 interference, smaller precoding granularity can be considered.

Proposal 6: 

Consider statistical model for the interferer modulation order and rank, with distributions that allow sufficient NAICS gain. The selection granularity of both parameters shall match the resource allocation granularity.
Proposal 7: 


PA value randomization within the signaled subset is at most per-CQI-subband basis.
Proposal 8: 

Agree on a conservative value of the PDSCH start symbol to be assumed by the UE.

Proposal 9: 

In test cases, the CFI should match the agreed conservative start symbol in every TTI.
Proposal 10: 

Do not configure CSI-RS in the interfering cells in any of the NAICS test cases.
Proposal 11: 
Demodulation tests should target low geometry scenarios. 

Proposal 12: 
Robustness tests could consider higher geometry and/or lower interference levels. 

Proposal 13:

Do not introduce PDCCH interference in any of the NAICS test cases, regardless of the INR level.
Proposal 14:

In NAICS demodulation tests, apply 100% resource utilization in the interfering cells.
Proposal 15: 

Reuse time/frequency synchronization assumptions from eICIC/feICIC work.
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Annex A – System level simulation assumptions
	Parameter
	Value

	Scenario
	ITU UMa Homogeneous scenario 1 [36.866]

Geographical distance based wrapping

	Antenna configuration
	2TX x-pol, 2RX x-pol

	Traffic model
	FTP model 1, 0.5 Mbyte packet size

Full buffer

	Handover margin
	3dB

	Carrier frequency
	2 GHz

	Duplexing and Bandwidth
	FDD 10 MHz

	Channel and interference covariance estimation
	Realistic

	CSI feedback
	Mode 3-2 with 5ms periodicity and 6ms delay

	Transmission mode
	TM9

	Overhead
	2 CRS ports, 3 PDCCH symbols, 2 CSI-RS ports with 5 ms periodicity, 12 DMRS REs

	Scheduling
	PF, SU-MIMO

	OLLA
	10% BLER target

	Precoding
	Rel-8 2TX

	Max modulation order
	64QAM

	UE receiver
	MMSE-IRC

	Max HARQ transmissions
	4

	EVM
	Tx 6%, Rx 4%


Annex B – Number of scheduled UEs per TTI
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Figure 2: CDF of the number of scheduled UEs per TTI as a function of the traffic load. 


Annex C – Number of scheduled UEs per subband
Table 1: Probability of the number of UEs per scheduled subband
	Offered load / cell
	Probability of the number of UEs per scheduled subband

	
	1 UE
	> 1 UE

	3 Mbps – 25% RU
	99.9%
	0.1%

	5 Mbps – 41% RU
	99.8%
	0.2%

	8 Mbps – 64% RU
	99.5%
	0.5%

	10 Mbps – 77% RU
	99.0%
	1.0%

	Full buffer – 100% RU
	97.4%
	2.6%


Annex D – PMI granularity statistics
In Figures 3 and 4, for a given resource utilization in the interfering cell, the scheduled PMI index is plotted in time over TTIs (x-axis) and frequency domain per PRB (y-axis) with the following drawing conventions:

· Value {-1} corresponds to DTX, i.e. no transmission;

· Values {0,1,2,3} correspond to rank-1 PMI indices in the codebook for 2 CRS APs;

· Values {4,5} correspond to rank-2 PMI indices in the codebook for 2 CRS APs.
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Figure 3: Scheduled PMI in time/frequency – 25% resource utilization
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Figure 4: Scheduled PMI in time/frequency – Full buffer traffic
In Figures 5 and 6, PMI statistics are shown in frequency and time domain for different traffic loads. As shown in Figure 5, for all traffic loads, PMI changes typically (median value) with subband resolution. 
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Figure 5: Frequency domain PMI variability – CDF of the number of consecutive PRBs associated with the same UE and PMI
In time domain, PMI changes typically with feedback reporting interval resolution for finite buffer traffic, as shown in Figure 6. For full buffer traffic PMI is changing in time domain a bit more frequently, typically with 2ms resolution, due to the larger number of schedulable UEs. The variability of PMI is assessed individually within each 12 subcarrier (PRB width) block.
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Figure 6: Time domain PMI variability – CDF of consecutive TTIs associated with the same UE and PMI.
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