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1 Introduction
In previous meetings there has been discussion of methodology for deriving high Doppler RSRP and RSRQ accuracy requirements. In general, a large number of results have previously been provided for the topic. Since the results are for different measurement implementations and there is no agreed “reference receiver” for alignment simulations, the alignment between different results is satisfactory. However, no agreement has been reached in RAN4 on how to derive the corresponding high Doppler requirements from the results.
2 Discussion

Simulations were performed according to [1]; the simulation parameters and assumptions are listed in table 1. 

	Parameters
	Value
	Comments

	Measurement bandwidth
	6 resource blocks
	Both RSRP and RSSI measured over 6 RB

	System bandwidth
	6 resource blocks
	

	L1 measurement period
	200 ms
	

	Measurement sampling rate
	-
	Implementation dependent (NOTE 1)

	L3 filtering
	disabled
	

	Transmit antenna
	1
	

	Receive antennas
	2
	The receive diversity rule as defined in TS 36.214. Both antennas with equal gain, no correlation between them.

	DRX/DTX
	OFF
	DRX/DTX to be considered at later stage

	Propagation conditions
	EVA (EVA600, EVA300), HST, AWGN
	NOTE2

Independent fading for cell 1 and cell 2 with the same channel model. 

	CP Length
	Normal
	

	TDD Uplink-downlink configuration
	1
	

	TDD Special sub-frame configuration
	4
	

	Time offset between TDD cells 
	0 second
	

	Frequency band
	2.0 GHz
	

	Noc 
	-70 dBm/15kHz
	AWGN

	Es/Noc (cell 1)
	(6dB,-4.7dB,0dB)
	

	Es/Noc (cell 2)
	(1dB,-4.7dB,0dB)
	

	Ês/Iot (cell 1)
	(2.5dB,-6dB,-3dB)
	Derived from Noc and Es/Noc

	Ês/Iot (cell 2)
	(-6dB,-6dB-3dB)
	Derived from Noc and Es/Noc

	Target cell
	Cell 2
	For absolute accuracy)

	NOTE 1: Encourage companies to provide the details of the measurement sampling rate for interpretation and comparison of the results.
NOTE 2: AWGN channel is for alignment purpose. 


Table 1 : Additional simulation parameters to check measurement accuracy in a 2 cell fading environment

As the simulation assumptions do not specify whether colliding or non-colliding CRS should be considered in the 2 cell studies, we have evaluated both cases separately.

There are 3 different simulation conditions which according to assumptions are to be investigated. We have denoted these as 3 different cases:

· Case 1 : (Es1/Noc,Es2/Noc) = (6dB,1dB)  giving (Es1/Iot,Es2/Iot)=(2.5dB,-6dB)

· Case 2 : (Es1/Noc,Es2/Noc) = (-4.7dB,-4.7dB)  giving (Es1/Iot,Es2/Iot)=(-6dB,-6dB)

· Case 3 (Es1/Noc,Es2/Noc) = (0dB,0dB)  giving(Es1/Iot,Es2/Iot)=(-3dB,-3dB)

For each of these cases, AWGN and fading propagation conditions are studied with AWGN, HST, EVA300 and EVA600 channel models. Results for delta RSRP are shown in table 2, and results for delta RSRQ are shown in table 3.

	
	
	Colliding CRS
	
	Non colliding CRS

	
	Case
	5th percentile
	95th percentile
	
	5th percentile
	95th percentile

	AWGN
	1
	1.6072717
	2.3072727
	
	0.72145456
	1.8472884

	
	2
	0.08818466
	1.2572727
	
	-0.1
	1.0481818

	
	3
	0.009062197
	0.6463636
	
	-0.20472728
	0.5381584

	HST
	1
	1.5636274
	2.2372727
	
	0.67236364
	1.9618337

	
	2
	0.017275386
	1.2636364
	
	-0.057454545
	1.0972884

	
	3
	-0.012716857
	0.60818183
	
	-0.25054544
	0.53817403

	EVA300
	1
	1.1109067
	3.7645454
	 
	0.3581818
	3.26547

	
	2
	-0.30454364
	2.5045455
	
	-0.46654546
	2.193652

	
	3
	-0.62362754
	2.0781817
	
	-0.9410909
	1.9563558

	EVA600
	1
	1.3345437
	3.3572636
	
	0.53163636
	2.6981895

	
	2
	-0.3809153
	2.0495226
	
	-0.26036364
	1.8336519

	
	3
	-0.41635427
	1.7599909
	
	-0.6596364
	1.4600155


Table 2 : Results for delta RSRP at 5th and 95th percentile

	
	
	Colliding CRS
	
	Non colliding CRS

	
	Case
	5th percentile
	95th percentile
	
	5th percentile
	95th percentile

	AWGN
	1
	0.76393867
	1.528691
	
	-0.08800208
	1.855717

	
	2
	0.07636734
	1.358605
	
	-0.037818182
	1.044465

	
	3
	0.17103371
	0.790983
	
	-0.08363429
	0.532668

	HST
	1
	0.7505506
	1.459019
	
	-0.14036779
	1.953721

	
	2
	0.10505599
	1.284839
	
	-0.05236156
	1.098911

	
	3
	0.121312894
	0.737718
	
	-0.15345454
	0.532668

	EVA300
	1
	0.9877102
	3.374319
	 
	0.13163221
	3.254991

	
	2
	-0.13018478
	2.196043
	
	-0.24
	2.204174

	
	3
	-0.07568868
	2.154378
	
	-0.51854336
	1.953721

	EVA600
	1
	0.93798935
	3.259565
	
	-0.01817974
	2.710526

	
	2
	-0.13210353
	2.146863
	
	-0.12217974
	1.817604

	
	3
	-0.11392788
	1.875708
	
	-0.39345247
	1.474592


Table 3 : Results for delta RSRQ at 5th and 95th percentile

From these results we make a number of observations

Observation 1 : Considering especially 95th percentile of the CDF, EVA300 is the most demanding condition for RSRP and RSRQ accuracy, and EVA600 is the next most demanding case.

Observation 2 : Case 1 i.e. (Es1/Noc,Es2/Noc) = (6dB,1dB)  giving (Es1/Iot,Es2/Iot)=(2.5dB,-6dB) is the most demanding condition for RSRP and RSRQ accuracy seen in the simulations (for all propagation conditions).

Based on these observations, we propose that EVA300 conditions is used to define the requirement for 36.133 at Es/Iot=-6dB ie (Es1/Noc,Es2/Noc) = (6dB,1dB).
Proposal 1: 

EVA300 and (Es1/Noc,Es2/Noc) = (6dB,1dB)  with colliding CRS is used to derive the requirement at Es/Iot=-6dB.

3 Methodology for deriving the requirement

In [1], we proposed that for an individual company result, the absolute and relative accuracy could be defined by

Mabsolute=max(abs(CDF_value at 95th percentile) ,abs( CDF value at 5th percentile))

Mrelative=CDF_value at 95th percentile – CDF value at 5th percentile

Mabsolute and Mrelative could be averaged between companies, and the additional accuracy margins for the requirements would be given by

Relative accuracy margin = Mrelative, fading,average - Mrelative, AWGN, average
Absolute accuracy margin = Mabsolute, fading, average – Mabsolute, AWGN,average

Based on our results (without cross company averaging), and considering the colliding CRS case in the requirement
	
	RSRP
	RSRQ

	Simulation derived absolute accuracy in EVA300 (case 1)
	±3.76dB
	±3.37dB

	Simulation derived absolute accuracy in AWGN (case 1)
	±2.31dB
	±1.52dB

	Derived additional margin for absolute accuracy in EVA300
	±1.45dB
	±1.85dB

	Simulation derived relative accuracy in EVA300 (case 1)
	±2.65dB
	±2.38dB

	Simulation relative accuracy in AWGN (case 1)
	±0.70dB
	±0.76dB

	Additional margin for relative accuracy in EVA300
	±1.95dB
	±1.62dB


  Table 3 : Simulation derived RSRP  and RSRQ accuracy, case 1 (target cell Es/Iot=-6dB)

In online and offline discussions there have been three main points raised, which we now address

1. Should an additional margin over AWGN be considered, or should the fading (egg EVA300) results be considered by themselves, to which some implementation margin (egg for RF inaccuracy) may be added?
Since RSRP absolute accuracy tightening is discussed as a separate topic in RAN4, we think it is particularly important that a consistent set of requirements is derived between AWGN and high Doppler. If absolute accuracy tightening is agreed, under the assumption that UE RF gain may be calibrated more accurately than was assumed in release 8 then we expect that both the AWGN requirement and the high Doppler requirement could be tightened by the same amount. If RAN4 considers the fading (e.g. EVA300) results and derives a requirement without consideration of the AWGN result, then both requirements will need separate attention on any work on RSRP accuracy tightening. To illustrate this point using our results:
The absolute RSRP accuracy derived from simulation results in  AWGN is ±2.31dB, based on the simulation result. If the specification requirement is ±6dB, it implies that according to existing specifications, the RF uncertainties need to be ±3.69dB or better to meet the specification requirement, considering AWGN. Separately, we propose that RF margins in future could be tightened by 1.5dB so considering AWGN by itself, the future tightened RF uncertainty would be ±2.19dB. On the other hand, if this RF uncertainty value is applied to EVA300 value, it implies that the updated EVA300 requirement would become ±6.07dB.
To avoid having to consider high Doppler and AWGN as separate cases in any future work, we propose that high Doppler requirements are defined consistently with existing requirements, meaning that any additional margins seen in simulations (e.g. due to fading channel variation) are allowed for in the high Doppler requirement which is defined. Separately, the discussion on absolute RSRP accuracy tightening is expected to take place, and the outcome may be reflected in future tightening of both AWGN and high Doppler requirements by the same amount, if the tightening is agreed.

Proposal 2:

Requirements for high Doppler measurement accuracy should be defined consistently with existing requirements for AWGN, which means that if reduced accuracy is seen in High Doppler simulations compared to the AWGN case, the same margin should be added to the requirements

Proposal 3:

For absolute accuracy the additional margin over AWGN requirement is considered based on company average results of:

Mabsolute, fading, average – Mabsolute, AWGN,average where Mabsolute is derived from individual company results by Mabsolute=max(abs(CDF_value at 95th percentile) ,abs( CDF value at 5th percentile))

2. Should Mrelative=(CDF_value at 95th percentile – CDF value at 5th percentile)/2 be used?

We investigated this further, under the assumption that individual measurement samples are normally distributed with a distribution with mean and variance D1=norm(µ,σ2). In this case, the difference between two measurement samples has distribution D2=norm(0, 2σ2), in other words the bias is removed and variance is doubled (standard deviation increased by a factor √2).

In general, there is no relationship between the ratio between the D1 (95th percentile – D1 5th percentile) and the D2 90th percentile. Only if µ=0, in other words the UE measurement samples are unbiased, then this ratio is exactly 2 2. For relatively small µ and reasonably large variance, the ratio is reasonably close to 2, as can be seen from annex A. It should be noted that this analysis is for a normal distribution, however in fading conditions the individual measurement samples are not expected to be normally distributed.

In some practical scenarios, (CDF_value at 95th percentile – CDF value at 5th percentile)/2 could be an approximation of the relative accuracy where bias is small. Alternatively, simulations could be performed where relative measurements are explicitly simulated by subtracting one measurement sample of the target cell from another one. Since high Doppler conditions are used, the coherence time of the channel is very short and there should be no significant concern over time domain correlation of the samples.
Our preference is that relative accuracy is derived from the CDF of the difference of two measurement samples.

Proposal 4:

Relative accuracy may be found from simulation where measurement samples from the target cell with lowest Es/Iot are subtracted from themselves.

3. What is the impact of different geometries on the Mrelative evaluation?

Given that the simulations effectively derive relative accuracy by comparing a cell with itself, and given that the simulated Es/Iot is -6dB, we think that the simulations provide an indication of  worst case relative measurement accuracy. If in practical operation one of the cells has better than -6db geometry, then it can be expected that the UE is able to meet a better overall accuracy than the case where both cells have Es/Iot=-6dB. Therefore we think the current evaluation approach is reasonable considering relative accuracy of two cells having different geometries (e.g. one better than -6dB). Similar considerations apply for cases where the relative accuracy is defined at Es/Iot=-3dB; the AWGN requirements explicitly indicate that both cells should have Es/Iot≥-3dB for this requirement to apply i.e.  The parameter Ês/Iot is the minimum Ês/Iot of the pair of cells to which the requirement applies.
4 Conclusions

In this contribution we provide further results and consideration on high Doppler accuracy requirements and make the following proposals

Proposal 1: 

EVA300 and (Es1/Noc,Es2/Noc) = (6dB,1dB)  with colliding CRS is used to derive the requirement at Es/Iot=-6dB.

Proposal 2:

Requirements for high Doppler measurement accuracy should be defined consistently with existing requirements for AWGN, which means that if reduced accuracy is seen in High Doppler simulations compared to the AWGN case, the same margin should be added to the requirements

Proposal 3:

For absolute accuracy the additional margin over AWGN requirement is considered based on company average results of:
Mabsolute, fading, average – Mabsolute, AWGN,average where Mabsolute is derived from individual company results by Mabsolute=max(abs(CDF_value at 95th percentile) ,abs( CDF value at 5th percentile))

Proposal 4:
Relative accuracy may be found from simulation where measurement samples from the target cell with lowest Es/Iot are subtracted from themselves.
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5 Annex A

(Ratio of 95th percentile – 5th percentile of distribution D1) / 90th percentile of distribution D2

Where D1 is normally distributed with mean µ  and variance σ2

D2 is normally distributed with mean 0 and variance 2σ2
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0.75 -0.81997 -0.92914 -1.07185 -1.26635 -1.54709 -1.98776 -2.77947 -4.61928 -13.6636 14.26338 4.685895 2.803451 2 1.554492 1.271305 1.075396 0.931804 0.822041 0.735413 0.665302 0.607395 0.558762 0.517339 0.481634 0.450539

1 -1.26635 -1.46585 -1.73996 -2.14017 -2.77947 -3.96341 -6.90438 -26.7644 14.26338 5.631195 3.508097 2.547593 2 1.646165 1.398709 1.215927 1.075396 0.963983 0.873488 0.798525 0.735413 0.681546 0.635031 0.59446 0.558762

1.25 -1.88063 -2.24337 -2.77947 -3.65226 -5.32412 -9.81869 -63.018 14.26338 6.406655 4.131109 3.048373 2.415331 2 1.706548 1.488192 1.319376 1.184957 1.075396 0.984379 0.907567 0.841875 0.785051 0.735413 0.691678 0.652854

1.5 -2.77947 -3.47063 -4.61928 -6.90438 -13.6636 -649.858 14.26338 7.054276 4.685895 3.508097 2.803451 2.334531 2 1.749327 1.554492 1.398709 1.271305 1.165173 1.075396 0.998464 0.931804 0.873488 0.822041 0.776318 0.735413

1.75 -4.22021 -5.69664 -8.762 -18.9695 114.9863 14.26338 7.603261 5.183081 3.931616 3.16695 2.651295 2.280049 2 1.78122 1.605585 1.461478 1.341109 1.239058 1.15144 1.075396 1.008773 0.949924 0.897562 0.850671 0.808437

2 -6.90438 -10.977 -26.7644 61.07504 14.26338 8.074551 5.631195 4.323044 3.508097 2.951671 2.547593 2.240828 2 1.805914 1.646165 1.512381 1.398709 1.300929 1.215927 1.141352 1.075396 1.016646 0.963983 0.916507 0.873488

2.25 -13.6636 -39.3366 44.75474 14.26338 8.483549 6.03716 4.685895 3.828894 3.2369 2.803451 2.472379 2.211243 2 1.825598 1.679173 1.554492 1.447047 1.353495 1.271305 1.198525 1.133626 1.075396 1.022855 0.975209 0.931804
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