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1 Introduction
In RAN4 meeting #70bis, the issues on MBMS BLER measurement were discussed [1~3] and the way forward was provided but not agreed [4].
According to the way forward, there are three issues needed to be addressed:
· The reliability of reported BLER: whether the additional metric to provide the sufficient side information should be needed;

· Measurement period for MCH BLER measurement;
· MBSFN BLER test method.

And in addition, we should also reply RAN1 LS related to the appropriated range of reported MCH BLER, and quantization for reported MCH BLER. In this contribution, we would like to discuss the above issues. 
2 MCH BLER measurement
2.1 Reliability of MCH BLER Measurements
In RAN1, the MCH BLER for MBMS MDT mechanism is defined. This measurement can be applied for both RRC_IDLE mode and RRC_CONNECTED mode. The definition is as follows:
Multicast channel block error rate (MCH BLER) estimation shall be based on evaluating the CRC of MCH transport blocks. The BLER shall be computed over the measurement period as the ratio between the number of received MCH transport blocks resulting in a CRC error and the total number of received MCH transport blocks of an MCH. The MCH BLER estimation shall only consider MCH transport blocks using the same MCS.
According to RAN4 discussion, one outstanding issue is that the reported MCH BLER would be unreliable. The main reason is that the number of the available MBSFN subframes for BLER calculation within a LoggingInterval may be insufficient to match the targeting BLER, or there are a very limited number of MBSFN subframes which could not provide the reliable BLER within the quantization range. One solution given in [4] was that the reported BLER [%] should be associated with a reliability metric in order to provide sufficient side information for the off-line analysis of the reported data. 
According to the statistic theory, if assuming that the total number of MBSFN subframes received by UE is given which is denoted by n, the number of valid ACK/NACK feedbacks is x, and the ACK/NACK-s fed back are statistically independent, then the distribution of x is binomial distribution, which is denoted by x ~ B(n, p) where p is the estimated BLER. Given the error percentile of α, the confidential intervals can be calculated in a number of ways as show in [5]. We choose the most conservative method, i.e., Clopper-Pearson interval. Assume that p = x/n.The confidential interval for α can be denoted by
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where F(c; d1, d2) is the 1 - c quantile from an F-distribution with d1 and d2 degrees of freedom. 
Assume that the confidential error percentile is α=10%. Given a value of p, in Figure 1, we plot the upper bound and lower bound of the confidential intervals for p=50%, 20%, 10%, 1%, and 0.1% with respect to the different numbers of available subframes. And in Table 1 and Table 2, we provide the confidential intervals for α=10% and 20%, where the available numbers of MBSFN subframes are provided for the different logging intervals assuming 6 MBSFN subframes per radio frame or 1 MBSFN subframes per radio frame.
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Figure 1: Upper bound and lower bound of the confidential intervals assuming 10% confidential error percentile
Table 1: The confidential interval lengths (in dB, i.e., lg(BLER)) at 10% confidential error rate
	Available n
	128
	256
	512
	768
	1024
	1536
	2048
	3072
	6144
	12288
	18432
	36864

	p = 50%
	0.1261
	0.1035
	0.0792
	0.0644
	0.0538
	0.0393
	0.0298
	0.0181
	0.0050
	0.0005
	0.0001
	2.37E-05

	p = 20%
	0.2194
	0.1842
	0.1486
	0.1267
	0.1106
	0.0877
	0.0716
	0.0501
	0.0203
	0.0043
	0.0011
	7.45E-05

	p = 10%
	0.2820
	0.2383
	0.1990
	0.1758
	0.1590
	0.1344
	0.1165
	0.0910
	0.0499
	0.0187
	0.0078
	0.000781

	p = 1%
	0.6384
	0.4879
	0.3874
	0.3448
	0.3195
	0.2886
	0.2690
	0.2431
	0.2002
	0.1556
	0.1283
	0.081306

	p = 0.1%
	1.6293
	1.2528
	0.9424
	0.7943
	0.7041
	0.5967
	0.5334
	0.4602
	0.3695
	0.3070
	0.2778
	0.233241


Table 2: The confidential interval lengths (in dB, i.e., lg(BLER)) at 20% confidential error rate
	Available n
	128
	256
	512
	768
	1024
	1536
	2048
	3072
	6144
	12288
	18432
	36864

	p = 50%
	0.0828
	0.0545
	0.0294
	0.0177
	0.0111
	0.0048
	0.0023
	0.0007
	0.0001
	7E-05
	4E-05
	2.36E-05

	p = 20%
	0.1638
	0.1173
	0.0738
	0.0509
	0.0366
	0.0202
	0.0117
	0.0044
	0.0005
	0.0002
	0.0001
	5.89E-05

	p = 10%
	0.2319
	0.1755
	0.1239
	0.0952
	0.0758
	0.051
	0.0358
	0.0188
	0.0037
	0.0005
	0.0002
	0.0001

	p = 1%
	0.6111
	0.4567
	0.3476
	0.2986
	0.2682
	0.2297
	0.2044
	0.1703
	0.1151
	0.0649
	0.0404
	0.0120

	p = 0.1%
	1.6003
	1.2239
	0.9144
	0.7669
	0.6768
	0.5686
	0.5038
	0.4268
	0.3265
	0.2519
	0.2147
	0.1562


From the above analysis, it is observed that the lower the measured BLER the more MBSFN subframes are needed for the accurate measurement. 
To provide the reliable BLER to system, there would be two kinds of solutions in our view:
· Option 1: UE report BLER together with the total number n of available MBSFN subframes, and BS can tell the reliable of reports by applying some criterion, e.g., calculating the confidential interval, and utilize them;
· Option 2: UE utilizes some criterion and judge whether the reported BLER is reliable enough, and then if the available MBSFN is sufficient relative to the report BLER, UE will directly report BLER; otherwise, UE will report “insufficient samples available”.
The advantages of Option 1 would be that no UE behaviour needs be defined and the flexibility could be provided for BS. The disadvantages are that there is an impact on RAN1/RAN2 specification and the new report or additional information for the BLER report need be specified. The advantages of Option 2 would be that there is no impact on RAN1/RAN2. The downside would be that new UE behaviour should be discussed and defined.
· Observation 1: there would be two options to guarantee the reliability of the reported BLER for a MCH:
· Option 1: report BLER together with the total number of available MBSFN subframes;

· Option 2: define the UE criterion (e.g., by RAN4 test case) and if the criterion was not fulfilled, then report the side information or just simply do not report BLER. 
2.2 Quantization of BLER
In Table 1, we use lg(BLER) as the metric of the confidential intervals, and it is observed that the lengths of the interval are not evenly distributed across 0.1%~50%. To some extent, it would be reasonable to align the quantization step in proportional to the confidential interval length. If we assume 0.1dB quantization step and observe the MBSFN subframe numbers needed to reach about 0.1dB for the different estimated p. In order to make the confidential interval be around 0.1dB at 10% confidential error rate, it is observed that for 1% BLER the required MBSFN subframe number is more than 18432. With the increase of confidential error, e.g., from 10% to 20%, the required MBSFN subframe number for the accurate estimation will decrease. But we think that the quantization steps for BLER should be uneven.
· Observation 2: the uneven quantization steps across the quantization range should be used.
2.3 Proposed quantization method
We base our proposal on [3]. In Table 3 we provide our proposal for quantization. We use log domain quantization. From 50% to 1% we use 0.1dB step for quantization, while from 1% to 0.1% we use 0.2dB step for quantization due to the limited number of available MBSFN subframes and limited accuracy. And we also provide the conditions under which the reliable BLER will be reported, namely the sufficient number of MBSFN subframes should be available.

In that way, there will be 8 items left. We will use four of them to indicate that UE can report the BLER but the accuracy is not reliable. The alternative way would be that UE is not expected to report a BLER if there is no sufficient number of MBSFN subframes are available. But the advantage of the former way is that in that way the eNB could be aware that the current configured logging interval would not be long enough and correspondingly could extend it.
Therefore we propose that

· Proposal 1: we propose a quantization table with uneven quantization steps and the conditions of the number of available MBSFN subframes based on which the BLER is calculated.
Table 3: Proposed quantization table with reliability
	Reported value
	Measured quantity value p of lg(BLER) (in dB)
	BLER (%)

	0
	p>-0.3, sample number >[64]
	p>50.12

	1
	-0.3>p≥-0.4; sample number >[512]
	50.12>p≥39.81

	2
	-0.4>p≥-0.5; sample number >[512]
	39.81>p≥31.62

	3
	-0.5>p≥-0.6; sample number >[512]
	31.62>p≥25.12

	4
	-0.6>p≥-0.7; sample number >[512]
	25.12>p≥19.95

	5
	-0.7>p≥-0.8; sample number >[512]
	19.95>p≥15.85

	6
	-0.8>p≥-0.9; sample number >[512]
	15.85>p≥12.59

	7
	-0.9>p≥-1.0; sample number >[512]
	12.59>p≥10.00

	8
	-1.0>p≥-1.1; sample number >[6144]
	10.00>p≥7.94

	9
	-1.1>p≥-1.2; sample number >[6144]
	7.94>p≥6.31

	10
	-1.2>p≥-1.3; sample number >[6144]
	6.31>p≥5.01

	11
	-1.3>p≥-1.4; sample number >[6144]
	5.01>p≥3.98

	12
	-1.4>p≥-1.5; sample number >[6144]
	3.98>p≥3.16

	13
	-1.5>p≥-1.6; sample number >[6144]
	3.16>p≥2.51

	14
	-1.6>p≥-1.7; sample number >[6144]
	2.51>p≥2.00

	15
	-1.7>p≥-1.8; sample number >[6144]
	2.00>p≥1.58

	16
	-1.8>p≥-1.9; sample number >[6144]
	1.58>p≥1.26

	17
	-1.9>p≥-2.0; sample number >[18432]
	1.26>p≥1.00

	18
	-2.0>p≥-2.2; sample number >[18432]
	1.00>p≥0.63

	19
	-2.2>p≥-2.4; sample number >[18432]
	0.63>p≥0.40

	20
	-2.4>p≥-2.6; sample number >[18432]
	0.40>p≥0.25

	21
	-2.6>p≥-2.8; sample number >[18432]
	0.25>p≥0.16

	22
	-2.8>p≥-3.0; sample number >[18432]
	0.16>p≥0.10

	23
	-3.0>p
	0.10>p

	24
	Reported BLER >-0.3 but sample number <[64]
	--

	25
	Reported BLER within (-0.3, -1.0) but sample number <[512]
	--

	26
	Reported BLER within (-1.0, -2.0) but sample number <[6144]
	--

	27
	Reported BLER within (-1.0, -2.0) but sample number <[6144]
	--

	28
	Reserved
	--

	29
	Reserved
	--

	30
	Reserved
	--

	31
	Reserved
	--


3 Configuration of logging interval and location information
In TS36.331, the following IE is defined for MDT:

LoggedMeasurementConfiguration-r10-IEs ::= SEQUENCE {




traceReference-r10



TraceReference-r10,


traceRecordingSessionRef-r10
OCTET STRING (SIZE (2)),


tce-Id-r10





OCTET STRING (SIZE (1)),


absoluteTimeInfo-r10


AbsoluteTimeInfo-r10,


areaConfiguration-r10


AreaConfiguration-r10

OPTIONAL,
-- Need OR


loggingDuration-r10



LoggingDuration-r10,


loggingInterval-r10



LoggingInterval-r10,


nonCriticalExtension


LoggedMeasurementConfiguration-v1080-IEs
OPTIONAL

}

In the last meeting, one proposal is to configure the same logging interval and duration configuration for both MBMS RSRP/RSRQ and MBMS BLER. But the RSRP/RSRQ measurement is based on CRS, while BLER is calculated based on the received MTCH. So much longer time for BLER calculation would be needed. It would be desirable to configure longer logging interval for BLER measurement than RSRP/RSRQ measurement.
· Proposal 2: it is proposed to configure the longer logging interval for MBMS BLER measurement than MBMS RSRP/RSRQ measurement.
4 MBMS BLER test method
In our view, the proposed test method in [1, 3] as follows seems reasonable:
· Test set up has static channel without external noise injection, which is same as propagation channel for sustained data rate test.

· TE injects corrupted packet, i.e., MCH packet with wrong CRC, with probability same as target BLER
The test cannot be conducted under external AWGN noise and by adjusting SNR to change the targeting BLER, because the slope of curve under AWGN is quite steep and the BLER is very sensitive the SNR uncertainty.
5 Conclusions
In this contribution, we analyze the issues related to MBMS BLER measurement. The observations and proposals are summarized as follows:
· Observation 1: there would be two options to guarantee the reliability of the reported BLER for a MCH:

· Option 1: report BLER together with the total number of available MBSFN subframes;

· Option 2: define the UE criterion (e.g., by RAN4 test case) and if the criterion was not fulfilled, then report the side information or just simply do not report BLER. 
· Observation 2: the uneven quantization steps across the quantization range should be used.

· Proposal 1: we propose a quantization table with uneven quantization steps and the conditions of the number of available MBSFN subframes based on which the BLER is calculated.
· Proposal 2: it is proposed to configure the longer logging interval for MBMS BLER measurement than MBMS RSRP/RSRQ measurement.
And in our view the proposed test method in [1, 3] as follows seems reasonable.
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