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1.
Introduction
Contributions [1] and [2] discuss the impact of initial phase/initial seed on the ergodicity of the Geometry Based Channel models, particularly the models chosen for MIMO OTA. The conclusions of the contributions were: 
1. From realization to realization, the spatial correlation will be different [1]

2. Multiple realizations were required to enable convergence to a value [1]

3. Averaging of multiple realizations are required to obtain consistent results with methods that use the Geometric SCME model [1]

4. Properties of the model, particularly Spatial correlation, condition number and channel capacity have an impact with the initial seed [2]

5. The impact is more pronounced in the case of Single cluster channel models, however, multi-cluster models are less sensitive to initial seeds [2]

This contribution refers to the work previously in this area, specifically contributions [4], [5] and further provides explanation through the framework established in [3] for the Geometry based channel models.  Also, examples of using the Geometric Channel Models are shown, within the context of the model’s definition and use in a System-Level and Link-Level scenario.
2.
Discussion

[3] discusses the issues at length described in [1] and [2], and classifies the channel models based on the following criteria in the table below, including: frequencies, gains, phases, Doppler frequencies, amplitudes, and initial phases of the sinusoids, respectively.

	Class
	Criteria
	Ergodicity on auto-correlation

	Class I
	frequencies and gains fixed, phases random 
	yes

	Class II
	gains fixed, frequencies and phases random
	no

	Class III
	gains and phase fixed, frequencies random
	no

	Class IV
	frequencies and phases fixed, gains random
	no

	Class V
	frequencies fixed, gains and phases random
	no

	Class VI
	phases fixed, frequencies and gains random
	no

	Class VII
	frequencies, gains, and phases random
	no


Equation 6 of [3] specifies a random process of the simulation model and is related to the Geometry based stochastic channel model (GSCM) family. The models that belong to this family are SCM, SCME, or WINNER. These models are capable of creating radio channel fading coefficients with different statistics, especially spatial and temporal auto-correlation functions, by altering propagation parameter like AoA, antenna models, DoT, and path/sub-path gains. In a similar manner, the model referenced by Equation 6 of [3] can create fading coefficients with different temporal auto-correlation functions, level crossing rates, etc., by altering gains and frequencies. 

The concern in recent contributions [1,2] on non-ergodicity was on variation of spatial correlation indicating condition number indicating channel capacity indicating throughput performance. 

Recent contributions [1,2] evaluate the dual polarized model as specified in 25.996 and Winner, without regard to the definition of generating a link-level model.  These dual polarization models are designed to randomize the polarization scattering components with the starting seed, which cause a change to the amplitudes of the polarized components observed in the vertical and horizontal.  This is done to facilitate a system level simulation model, which includes variation in polarization for each drop.  Normally, the procedure also randomizes the PDP, composite BS angle spread and UE angle spreads.  
In the case of the SCME and Winner definition of a Clustered Delay Line (CDL) model, which is utilized as a complexity reduction, the model still randomizes the polarization in the context of a system level simulation. 
To model a link level scenario it is important to consider the proper use of the channel model.  Winner II gives the following description of modelling a single link: “In spatial channel model the performance of the single link is defined by small-scale parameters of all MPCs between two spatial positions of radio-station.”  Winner II further specifies that small-scale parameters include scenario-dependent polarization modelling.  Thus specifying a link level channel requires specification of all spatial channel model parameters including polarization.  
Since the sub-path phases in the dual polarized model are defined in terms of the polarization, only one unique link level channel model can be defined per set of phases.  The TR37.977 specified a fixed XPR to define the coupling between polarizations to enable a link level model, but starting phases were not specified and this is left for implementation.
With only one valid dual-polarized link level definition per set of phases, a user would simply restart the link level simulation from t=0 to repeat the same sequence, or pick a new starting time to generate a new sequence.  This is sufficient to define either a time sequence or an ensemble of sequences, since for sinusoids, the phase of each sub-path is a function of time, thus there is a unique time at which all 20 sub-paths will be at a given phase.

The SCM channel model [6] includes a vertically polarized model and a dual polarized model shown below in Equation 1 & 2. 
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Eqn 1.
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   Eqn 2.
For the purpose of studying Ergodicity, the same formulation of the starting phases per sub-path as in equation 1 for the single polarized model can be applied, shown below in equation 3 with an added term capital Theta.  The addition of Theta performs the same job as starting at a new time, so it is not needed except for convenience.  
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  Eqn 3.
For clarity in the discussion of random phases we define the following:

1. Polarization Phases, e.g. 
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, which define the polarization states in the context of a system level simulation.
2. Sub-path Phases, e.g. 
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, without a superscript in equation 1 that define the beginning state of each sub-path in the context of a link level simulation.  This includes the concept of starting a fading sequence at a time t=Ti, which is the start time of the sequence, or equivalently the use of an initial phase, e.g.  
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, in equation 3. 
The following plots are shown to illustrate the difference between these definitions and also show that the dual polarized model works exactly the same as the vertically polarized model when comparing statistical measures.

3. Simulation results

The following plots compare the SCME formulation for the Vertical-to-Vertical (V2V) model to the Dual Polarized Model (X2V).  The number of time samples was set to the same as in [1] to enable comparisons, i.e.102400 time samples for 50 channel realizations.  

In the second section, a similar comparison is made for the Single Cluster Model, showing the effect of common Doppler between sub-paths.  In this section a time scale with a maximum of 30 seconds is used to approximately match the assumptions of [1] and [2].

3.1 Vertically Polarized simulations
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Figure 1,  UMi V2V (a) PDP Powers
(b) Spatial Correlation
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Figure 2,  UMa V2V (a) PDP Powers
(b) Spatial Correlation

The results in Figures 1 & 2 approximately match the behaviour for the UMi and UMa vertically polarized model as described in [1].
3.2 Dual Polarized Model

In the dual polarized scenario, Figure 3 & 5 shows the System Level model performance, where the polarization states are allowed to vary.  This impacts the V & H powers obtained for each tap and cause the PDP to vary along the spatial correlation.   
Figure 4 & 6 is the corresponding Link Level model, where a single polarization state is defined by the polarization phases.  The 50 realizations are then produced by choosing unique starting times, which effectively randomizes the starting phase of each sub-path, but with the polarization phases held constant.  These link level results are a close match to the Vertically Polarized model.  
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Figure 3,  UMi V2X (a) System Level PDP 

(b) System Level Spatial Correlation
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Figure 4,  UMi V2X (a) Link Level PDP 

(b) Link Level Spatial Correlation
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Figure 5,  UMa V2X (a) System Level PDP 

(b) System Level Spatial Correlation
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Figure 6,  UMa V2X (a) Link Level PDP 

(b) Link Level Spatial Correlation

3.3 Single Cluster evaluation using the Vertically Polarized Channel Model
The single cluster model is defined with AoAs = [0 0 0 0 0 0] degrees.  This is actually a problematic case as it locks all like-angle sub-paths together with identical Doppler, which results in a breakdown of the model as seen in Figure 7 & 9.  In this case, the sub-path phase between components with identical Doppler creates a new vector sum for the combination, which lasts for the duration of that phase selection.  By a simple decoupling of the sub-paths by setting AoA = [0 -1 1 -2 2 -3], so that they now have unique Doppler, this problem is solved and results in proper operation of the model.  Note that the effect of the modified AoA vector is an increased Angle Spread from the nominal 35 degrees to 35.03 degrees, which is not significant.  The corrected model is shown in Figure 8 & 10, which operates as expected.  
[image: image19.emf]0 1 2 3 4 5 6 7

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

Fc = 751 MHz, Vel = 30 km/hr, Time = 30 s

50 Channel Realizations

Link-Level PDP, SCME Urban Micro SC, V2V

[image: image20.emf]0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Link-Level Spatial Correlation, SCME Urban Micro SC, V2V

Distance in Wavelengths

|Correlation|

Fc = 751 MHz, Vel = 30 km/hr, Time = 30 s

50 Channel Realizations


Figure 7,  UMi Uncorrected SC V2V (a) Link Level PDP 
(b) Link Level Spatial Correlation
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Figure 8,  UMi Corrected SCc V2V (a) Link Level PDP  
(b) Link Level Spatial Correlation
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Figure 9,  UMa Uncorrected SC V2V (a) Link Level PDP  
(b) Link Level Spatial Correlation

[image: image25.emf]0 1 2 3 4 5 6 7

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

Fc = 751 MHz, Vel = 30 km/hr, Time = 30 s

50 Channel Realizations

Link-Level PDP, SCME Urban Macro SCc, V2V

[image: image26.emf]0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Link-Level Spatial Correlation, SCME Urban Macro SCc, V2V

Distance in Wavelengths

|Correlation|

Fc = 751 MHz, Vel = 30 km/hr, Time = 30 s

50 Channel Realizations


Figure 10,  UMa Corrected SCc V2V (a) Link Level PDP  
(b) Link Level Spatial Correlation

3.4 Single Cluster evaluation using the Dual Polarized Channel Model

In the dual polarized scenario, Figure 11 & 13 shows the System Level model performance, where the polarization states are allowed to vary.  Figure 12 & 14 is the corresponding Link Level model, where a single polarization state is defined by the polarization phases.  The 50 realizations are then produced by choosing unique starting times.  Figures 12 & 14 show that the Dual Polarized model matches the performance of the Vertically Polarized model in Figures 8 & 10.
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Figure 11,  UMi Corrected SC X2V (a) System Level PDP 
(b) System Level Spatial Correlation
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Figure 12,  UMi Corrected SC X2V (a) Link Level PDP 
(b) Link Level Spatial Correlation
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Figure 13,  UMa Corrected SC X2V (a) System Level PDP 
(b) System Level Spatial Correlation
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Figure 14,  UMa Corrected SC X2V (a) Link Level PDP 
(b) Link Level Spatial Correlation

4.
Observations from the SCME Channel Model (Figures 1 – 14)

The following can be inferred from the figures:
1. Single polarized and dual polarized models behave the same when used correctly.  This requires a fixed polarization state to be defined for the dual polarized model, which results in a fully defined link-level model.  
2. The dual polarized model is show for both the System Level and the Link Level models. 
3. The system level model is not appropriate for radiated OTA measurements because it changes the amount of power allocated to V & H, which would produce differences in the evaluation of an antenna.  The polarization must be fixed at a known state, so that the V & H components are also fixed.  This is the definition of a link level model, where all small scale parameters are fixed.  Sub-path phases can be randomized if desired by choosing a unique starting time.
4. When the dual polarized link level models are evaluated, the variations in Tap powers are reduced.  The variation in Temporal or Spatial correlation is reduced, if not already limited by the fading sequence itself, i.e. without the variation induced by changes to small scale parameters.
For the case of the single cluster model is defined the following can be observed:

1. With AoAs = [0 0 0 0 0 0] degrees, a problematic situation occurs - all like-angle sub-paths are locked together with identical Doppler, which results in the breakdown of the model.

2. This was not a concern for the system level applications, and only becomes an issue with two or more AoAs are identical, which produces common Doppler on their like-angle sub-components. 
3. The results in Figures 12 & 14  are shown with a decoupling of the sub-paths by setting AoA = [0 -1 1 -2 2 -3] degrees.  This small deviation in AoA will not change the AS significantly, i.e. 35.03 degrees compared to the nominal 35 degrees, but the results is to decouple the Doppler between paths to produce proper fading.  
5.
Implementation with a Ring of Probes
Here are simulated four models: (UMi and UMa SC and MC. Spatial auto-correlation functions are simulated with Anite AC + fader + multi-probe method with 8 dual polarized probes placed in a full ring configuration. The length of the simulated channel fading is 5000 wavelengths. The BS antennas were as specified in 3GPP in TR 37.977 v070 [16]. Figure 15 show that the variation of spatial auto-correlation functions is small even with SC models whereas in the Agilent’s results in R4-134244 the variation is very large.  (This may be explained by the correction discussed above.)  In our results in Figure 15, the maximum variation over the 100 realizations is 0.05 and exists in the very low correlation area. This is a known effect that in order to get a very low correlation between two sequences the number of samples should be very high. So the variation on low correlation values is related to the numerical simulation itself, not to the method to be simulated. The results prove the same as discussed in previous section. The AC method is ergodic with respect to the spatial correlation.
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Figure 15. Simulated spatial correlation curves for SCME UMi MC (a), UMa B MC (b), UMi SC (c) and UMa B SC (d). 
The AC method (multi-probe + fader + anechoic chamber) re-generates all the statistical characteristics of SCME models, including the spatial and temporal auto-correlation functions. The spatial auto-correlation function inside the test volume is fully determined by a power angular spectrum created by OTA probes. In other words the spatial correlation results from the power allocated to different probes in specific directions. 

With the terminology of Pätzold in [3] we may understand the AC method as follows. Sinusoids of [3] are plane waves radiated by OTA probes in the AC method. Doppler frequencies of sinusoids (i.e. plane waves) are determined by the fixed DoT and AoA parameters of the mentioned SCME channel models. For a certain channel model, e.g. SCME urban macro full ring, the Doppler frequencies are fixed over all possible measurements with the AC method. Gains of sinusoids (i.e. plane waves) are determined by the power allocated to each probe. The power allocation depends only on the target power angular spectrum (PAS), specified by the channel model, and probe locations. So also the gains are fixed over all measurements with the AC method. The power allocation and the relation of PAS and spatial correlation are explained in, e.g., [15]. Following Pätzold’s paper [3] we may conclude that the AC “channel simulator” has fixed frequencies and gains, being a “Class I channel simulator” and ergodic with respect to the spatial auto-correlation function. 

The non-ergodicity of the GSCM equation that occurs for spatial auto-correlation within the system level simulation with random polarization states was demonstrated in contributions [1] and [2].  However, this doesn’t have any impact on the spatial auto-correlation function of the AC multi-probe method since polarization states are not varying and the spatial correlation is set by the PAS of the probes. 

Furthermore, the variation of temporal auto-correlation due to randomization of initial sub-path phases and its impact on DUT performance is low.  Fixing the initial polarization phases in the dual polarized SCME ensure that these models will be a part of “Class I channel simulator” and hence make it ergodic. Phase variations for each sub-path sinusoid, to define an ensemble of fading waveforms, is available by starting each sequence at a unique time.  An additional method by adding a phase offset is also described above.
6. Conclusions

In this contribution we examine the definition and criteria on how different simulators are stationary and ergodic. Furthermore, it should be noted that the way the channel models are created in the multi-probe scenario, the conclusions of [1] and [2] do not apply, and the created GSCM channel model as defined in the TR are stationary and ergodic and belong to class 1. 
This is also the case with the standard dual-polarized SCME equation, when defining all parameters in order to produce a link-level simulation.  Examples show that the Vertically polarized model and the Dual-Polarized model produce nearly identical performance.
A decoupling method is shown that corrects a problematic case with the Single Cluster Model to allow it to preform correctly in the link level scenario. 
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