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1. Introduction

In RAN4 #67, RAN4 had continued discussion on UE demodulation performance for ePDCCH and agreed on further details on ePDCCH demodulation test as captured in ad-hoc meeting minute [1]. Although WF [2] was not agreed due to limited time for discussion, it has good summary of what was agreed and discussed in RAN4 #67. In this contribution, we will provide further discussion on remaining issues on ePDCCH demodulation test and some simulation results for the distributed and localized ePDCCH test. 

2. Remaining issues
2.1. Precoding for localized ePDCCH

Localized ePDCCH was introduced in the specification to improve ePDCCH capacity when reliable CSI feedback is available. Thus, ePDCCH scheduling based on CSI feedback can be considered as essential feature of localized ePDCCH transmission. Based on this understanding, we proposed to adopt closed loop precoding for localized ePDCCH demodulation test. However, we also share the concern that closed loop precoding could make the test configuration more complicated and performance alignment among companies more challenging. One compromise RAN4 can make is using random PRB selection based on ePDCCH candidate randomization and precoding according to WB PMI feedback. Considering that WB PMI is used in FRC tests such as TM4 demodulation test and TM4/TM9 MMSE-IRC receiver test, ePDCCH demodulation performance alignment using WB PMI would not be a big concern. 
Proposal 1:  Adopt closed loop precoding based on WB PMI feedback for localized ePDCCH demodulation test. 

3. Simulation results

3.1. Simulation setup

Table 1 gives the simulation parameters for distributed ePDCCH test and table 2 gives simulation parameters for localized ePDCCH test for non-TM10 UE. These parameters are taken from [2]. Note that parameters for distributed ePDCCH test are mostly agreed in RAN4 but most parameters for localized ePDCCH test are still TBD. 
Table 3 and table 4 give code rate for distributed ePDCCH and localized ePDCCH test respectively. Note that 2 control symbols are assumed in localized ePDCCH test to ensure that ePDCCH starting symbol is same for normal and special SF in TDD. Code rate for TDD is slightly higher than FDD in normal SF since TDD has larger DCI payload size than FDD. Code rate in special SF is even higher due to smaller number of data REs available for ePDCCH transmission. 
For localized ePDCCH test, random precoding is used in the simulation since WB PMI feedback is not implemented yet for simulation. We will provide simulation results for WB PMI feedback in next meeting. 
Table 1: Simulation parameters for distributed EPDCCH test
	Parameter
	Distributed test

	Bandwidth
	10 MHz

	Cyclic Prefix
	Normal

	Duplexing 
	FDD, TDD

	EPDCCH Starting Symbol
	starting symbol is decided by decoding PCFICH (CFI = 2) and EPDCCH starts from Symbol 2

	Tx EVM and Noc
	6% and -98 dBm/15khz

	ECCE Aggregation Level
	4, 8, 16 ECCE

	Number of EREGs per ECCE
	· FDD: 4
· TDD: 4 for normal subframe and [8 for special subframe]

	Number of EPDCCH Sets
	2 non-overlapping distributed sets

	Number of PRB pair per EPDCCH
	· 4 PRB pairs for the first set
· 8 PRB pairs for the second

	EPDCCH PRB pair allocation
	Uniformly distributed across the bandwidth

	EPDCCH scheduling
	Randomly select the candidate within a fixed EPDCCH:

· The first set with 4PRB pairs: EPDCCH test with aggregation level 4 or 8;

· The second set with 8PRB pairs: EPDCCH test with aggregation level 16:

	EPDCCH pre-coding
	Random pre-coding:
· Random pair of non-identical precoding vectors from the rank 1 codebook is assigned per EPDCCH PRB pair for port 107 and port 109

	DCI format
	DCI format 2A

	Precoder update granularity
	1 PRB and 1ms

	PDSCH transmission mode
	TM3

	Cell ID
	0

	Antenna configuration
	2x2 Low

	Propagation conditions
	· EVA70: the test with aggregation level 16;

· EVA5: the test with aggregation level 4 or 8

	TDD UL/DL configuration
	0

	TDD special SF configuration
	[1]

	Monitoring SF configuration
	Not configured (i.e. default behaviour)

	CSI-RS configuration
	N/A

	CRS configuration
	Port 0, 1


Table 2: Simulation parameters for the non-TM10 localized EPDCCH test
	Parameter
	localized test

	Bandwidth
	10 MHz

	Cyclic Prefix
	Normal

	Duplexing 
	FDD, TDD

	EPDCCH Starting Symbol
	· EPDCCH starts from Symbol 3
· CFI=2, PCFICH signals CFI=2
· EPDCCH starting symbol is provided to UE by RRC signaling

	Tx EVM and Noc
	6% and -98 dBm/15khz

	ECCE Aggregation Level
	· 2, 4, 8 ECCE

	Number of EREGs per ECCE
	· FDD: 4
· TDD:4 for normal subframe and [8 for special subframe]

	Number of EPDCCH Sets
	· 2 overlapping EPDCCH sets (one distributed set and one localized set)

	Number of PRB pair per EPDCCH
	· 8 PRB pairs for localized ePDCCH set
· 2 PRB pairs for distributed ePDCCH set

	EPDCCH PRB pair allocation
	Uniformly distributed across the bandwidth

	EPDCCH scheduling
	Randomly select the candidate within localized EPDCCH set

	EPDCCH pre-coding
	Random PMI from rank 1 codebook is assigned per PRB pair per SF

	DCI format
	DCI format 2C

	PDSCH transmission mode
	TM9

	Cell ID
	0

	Antenna configuration
	2x2 Low

	Propagation conditions
	EVA5

	TDD UL/DL configuration
	0

	TDD special SF configuration
	1

	Monitoring SF configuration
	Not configured (i.e. default behaviour)

	CSI-RS configuration
	N/A

	CRS configuration
	Port 0, 1


Table 3: Code rates for distributed ePDCCH test
	Aggregation level
	
	code rate

	4
	FDD
	0.269

	
	TDD normal SF
	0.282

	
	TDD special subframe
	0.293

	8
	FDD
	0.134

	
	TDD normal SF
	0.141

	
	TDD special subframe
	0.147

	16
	FDD
	0.0671

	
	TDD normal SF
	0.0706

	
	TDD special subframe
	0.0733


Table 4: Code rates for localized ePDCCH test

	Aggregation level
	SF type
	code rate

	2
	FDD
	0.556

	
	TDD normal SF
	0.583

	
	TDD special subframe
	0.606

	4
	FDD
	0.278

	
	TDD normal SF
	0.292

	
	TDD special subframe
	0.303

	8
	FDD
	0.139

	
	TDD normal SF
	0.146

	
	TDD special subframe
	0.151


3.2. Simulation results
Figs. 1 and 2 show simulation results for distributed and localized ePDCCH tests for different aggregation level.  Table 5 summarizes required CINR to achieve 1% BLER. 

From the simulation results, it can be noted that

· For distributed ePDCCH, BLER curves for different aggregation level have similar slope since frequency diversity of ePDCCH signal is same irrespective of aggregation level. Performance gap between different aggregation levels are similar for FDD and TDD. 

· For distributed ePDCCH test, FDD performance is slightly better than TDD performance due to code rate difference as shown in table 3. 

· For localized ePDCCH, slope of BLER curve changes with aggregation level since frequency diversity increases with increased aggregation level. At aggregation level 2, BLER drops slowly with CINR since all ePDCCH tones are confined in one PRB. As aggregation level increases, BLER curve gets steeper. 

· At aggregation level 4 or 8 for localized ePDCCH, TDD performance is better than FDD performance. This happens since ePDCCH in special SF occupies more PRBs than in normal SF. For example, at aggregation level 4, ePDCCH tones for normal SF are all within one PRB while 2 PRBs are used for special SF. 

Aggregation level 16 was already agreed for distributed ePDCCH test and we need to select between aggregation level 4 and 8 for test with lower aggregation level. We would like to propose to select aggregation level 4 so that there is larger CINR difference between low aggregation level and high aggregation level test. 

Proposal 2. Select aggregation level 4 for distributed ePDCCH test for low aggregation level

For distributed ePDCCH, it is obvious that test with random PMI cannot provide appropriate test point especially at low aggregation level. Precoding based on WB PMI feedback would be able to make the BLER slope steeper and allow test point selection at more realistic CINR. 

Table 5. Required CINR to achieve 1% ePDCCH BLER

	Aggregation level
	2
	4
	8
	16

	Distributed FDD
	N/A
	0.3dB
	-2.5dB
	-4.9dB

	Distributed TDD
	N/A
	0.7dB
	-2.1dB
	-4.2dB

	Localized FDD
	>10dB
	7.1dB
	0.8dB
	N/A

	Localized TDD
	>10dB
	5.8dB
	0.3dB
	N/A
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Figure 1. Distributed ePDCCH detection performance
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Figure 2. Localized ePDCCH detection performance
4. Conclusion

In this contribution, we provided further discussion on remaining issues on ePDCCH demodulation test and initial simulation results for distributed and localized ePDCCH test. Our proposals are
Proposal 1:  Adopt closed loop precoding based on WB PMI feedback for localized ePDCCH demodulation test. 
Proposal 2. Select aggregation level 4 for distributed ePDCCH test for low aggregation level

We would like to recommend considering our proposals in the defining ePDCCH demodulation test. 
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