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1 Introduction
In the previous RAN4 meetings and offline discussions over the RAN4 reflector, several aspects of NAICS interference modeling were discussed in detail and subsequently a set of agreements were arrived at. This paper builds on that discussion and addresses the parameters that are yet to be finalized for link level evaluation of NAICS schemes.

2 Geometry Calibration
The following is the set of agreements across companies on geometry calibration based on discussions in the RAN4 reflector:

· Agreement: Number of interferers explicitly modelled for NAICS Scenario 1 was decided to be two.
· Agreement: Procedure for calibration of geometries for NAICS Scenario 1 along with geometry values and interference levels was completed.

· Agreement: Partial loading modelling of non-dominant interferers was agreed upon. Some aspects of partial loading modelling for dominant interferers were also finalized.
2.1 Partial Loading Model for Non-Dominant Interferers for Scenario 2
Partial loading model for non-dominant interferers and dominant interferers was agreed upon to the following extent:

· Agreement: Non-dominant interferers are captured in the ‘Noc’. Given a partial loading level (alpha), non-dominant interferer level will be re-scaled using
· 
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· Open items: 
· Partial loading for NAICS Scenario 2a/b: Should the loading level be different for macro and pico cells?
· Number of interferers to be modeled for Scenario 2a/b.
Proposal 1: We propose to use a single loading level across all the cells for simplicity of modeling and decoupling link level and system level evaluations. 
· Option 1: Use RAN1 recommended RU level across all cells (macro and pico) and scale Noc using this value.
· Option 2: Treat the RU level as the loading for the most loaded layer, and calculate a single average effective loading across all cells (macro and pico) using system level simulations. Use this value to scale Noc in NAICS scenario 2a/b.
Proposal 2: Propose to model two interferers for Scenario 2a/b, since the interferer level for I3/Noc is observed to be further weaker than I2/Noc, which is already substantially weaker than I1/Noc.

2.2 Partial Loading Model for Dominant Interferers for Scenarios 1 & 2
· Agreement: Model partial loading explicitly via TDM On/Off patterns in link level simulations.
· Agreement: Interferer On/Off model is a set of bursts to represent FTP file transfers
·  Full bandwidth allocation can be assumed
· Agreement: Closed loop simulations with outer loop link adaptation would be used for final performance evaluations. 
· Open items: Details of TDM On/Off model
Proposal 3: TDM On/Off Model
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Figure 1: FTP model
· Step 1: Traffic is modeled as a series of file transfers as recommended by RAN1. Poisson arrival model is used for a realistic representation of burst arrival time. 
·     A fixed file size (S) is assumed for all simulated users. We propose a file size of S = 0.5 MB. Given a file size, burst sizes are calculated from the dynamically chosen MCS/RI.
·  
For simplicity, serving cell is assumed to be ON throughout the simulation.

· Step 2: Convert each transfer into one burst of interference (start/end time, MCS, rank) is chosen randomly for every burst and fixed a constant across the burst for the entire system bandwidth.
·  For each burst, the transmission rank of interferers for TM3/4 is chosen randomly with 20/80 probability split of rank 2/1; 30/70 probability split of rank 2/1 for TM9 as in R-11 performance evaluations. The actual transmission rank is a Bernoulli trial based on this probability for each file transfer.
·  The interferer MCS as viewed by the UE is a random variable. In modeling this random variable, the deployment geometry needs to be captured. 

· We propose that the Download rate (DL_rate) for each file transfer is randomly generated based on a uniform distribution between rate_min and rate_max in Mbps, where rate_min and rate_max could be 5% and 95% of perceived throughput for UEs under full buffer simulations.

· Given the recent calibration of geometries across companies, rate_min and rate_max calibration is further simplified.

i) Example:

a.  
For NAICS scenario 1: the 5th to 95th percentile values of serving cell geometry are -3.65 dB and 19.26 dB respectively from system level simulations with ITU channel model and HO = 3 dB. 
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Figure 2: SINR for NAICS Scenario 1

b. For a TM4 transmissions, the corresponding rate_min and rate_max are ~ 4 Mbps and 29 Mbps. For each file transfer, DL_rate is picked from a uniform distribution between rate_min and rate_max.
·  MCS: Transport Block Size (TBS) is calculated as DL_rate/1000/Number of Code Words. Quantize the TBS to the next higher TBS from the ITBS table based on PRB_alloc. MCS is then calculated based on the quantized TBS and capped to MCSmax.
·  Number of allocated PRBs (PRB_alloc) is proposed to be full band in the study item phase for the ease of performance evaluation.  For actual performance tests, partial allocation should be considered.
·  Number of SF for the download (Num_SF) is then calculated as FileSize/(QuantizedTBS x Number of Code Words)
· Step 3: If DL of one transfer is not complete before the next transfer starts (Num_SF > IAT), then this transfer download is stopped and the next transfer starts.

Notes on the Partial Loading Model:

a.     A proposed alternative namely fixed arrival times does not capture realistic On/Off periods, which is important in a closed loop OLLA operation.
b. Burst duration being fixed is not a realistic choice. The recommendation from RAN1 is to use a fixed file size. Combined with a dynamic choice of MCS/RI, a fixed file size should be translated to appropriate burst lengths.
c.  
Frequency granularity of Interferer Parameters:
i. With moderate partial loading levels such as 40% for example, the likelihood of transmissions to multiple UEs at a subband level is quite low. Therefore, randomization of MCS/Rank/PMI at a subband granularity is unrealistic, given that the network is unloaded 60% of the time.
d. Time domain granularity:  
i.  Rank variations are typically much slower than a few subframes; therefore we propose per-burst RI calculation for link level modeling. 
To ensure that NAICS capable UEs are robust to MCS/RI variations in time and frequency domains, we propose the following:
Proposal 4: Define test cases in the WI phase to ensure that NAICS capable UEs are tested for variations in MCS/RI at a per-subframe, per-subband level granularity.
3 Simulation Alignment Plan

The following agreements were made on a phase approach to alignment of simulation results across companies.

· Agreement: Phased approach to simulation results alignment would be adopted. 

· Phase 1: Performance evaluations with a) fixed MCS/RI settings and b) fixed On/Off patterns that represent a simplified time-slice of a partially loaded system.
· Goals: Evaluate performance gains of advanced receivers under example scenarios of interest using typical interference levels obtained from system level simulations. Achieve a first level of calibration/alignment across companies, agnostic to loading levels, partial loading models and outer loop link adaptation (OLLA) scheme etc.

· Phase 2: Performance evaluations with partial loading model at the link level using RAN1 recommended RU levels (40% and 60%) with dynamic MCS/rank chosen by the eNB based on a closed loop operation.
· Goals: Performance evaluations with partial loading and closed loop operation modeled at the link level and calibration of results across companies.
3.1 Phase 1 – Alignment of results with 100% loading and Fixed On/Off Patterns
· Agreements: Multiple On/Off configurations for the two dominant interferers would be evaluated [for calibration only].
· On/On
· On/Off
· Off/On
· Off/Off [Optional]
· Agreements: 40% loading would be prioritized. In Phase 1, the applicability of partial loading is towards Noc calculations.
· Agreements: Interferer levels I1/Noc and I2/Noc are chosen according to geometry calibration agreements.
· Open Items: MCS combinations for serving and interfering cells
· Proposal 5: Simulation scenarios for Phase 1 Alignment

· i) Case 1: 

Serving cell: TM4 Rank 1
Interferer1: TM4 Rank1 
Interferer 2: TM4 Rank1
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells
· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 
· ii) Case 2: 

Serving cell: TM2

Interferer1: TM3 Rank2

Interferer 2: TM2
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells

· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 

· iii) Case 3: 

Serving cell: TM9 Rank 1
Interferer1: TM9 Rank1 
Interferer 2: TM9 Rank1
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells

· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 

The above combinations achieve coverage across CRS/DMRS based transmission modes, low and high MCS schemes, Rank1/2 transmissions. 
3.2 Phase 2 – Alignment of results with Partial loading with OLLA
· Agreements: Closed loop evaluations would be performed with OLLA enabled using a TDM On/Off model that is yet to be finalized.
· Agreements: At least one CRS based TM would be evaluated along with TM9 representing UERS based transmissions.
· Agreements: 40% loading would be prioritized first.
· Open Items: Model to be used for partial loading model.

· Proposal 6: Simulation scenarios for Phase 2 of NAICS evaluations

i) TM4 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM4 per-burst rank + MCS 

· Intf2: TM4 per-burst rank + MCS

ii) TM2 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM3 per-burst rank + MCS 

· Intf2: TM3 per-burst rank + MCS

iii) TM9 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM9 per-burst rank + MCS

· Intf2: TM9 per-burst rank + MCS
4 Conclusions

The following proposals were made on link level modelling for NAICS:

Proposal 1: We propose to use a single loading level across all the cells for simplicity of modelling and decoupling link level and system level evaluations. 
· Option 1: Use RAN1 recommended RU level across all cells (macro and pico) and scale Noc using this value.
· Option 2: Treat the RU level as the loading for the most loaded layer, and calculate a single average effective loading across all cells (macro and pico) using system level simulations. Use this value to scale Noc in NAICS scenario 2a/b.
Proposal 2: Propose to model two interferers for Scenario 2a/b
Proposal 3: TDM On/Off Model
· Step 1: Traffic is modeled as a series of file transfers as recommended by RAN1. Poisson arrival model is used for a realistic representation of burst arrival time. 
·     A fixed file size (S) is assumed for all simulated users. We propose a file size of S = 0.5 MB. Given a file size, burst sizes are calculated from the dynamically chosen MCS/RI.
·  
For simplicity, serving cell is assumed to be ON throughout the simulation.

· Step 2: Convert each transfer into one burst of interference (start/end time, MCS, rank) is chosen randomly for every burst and fixed a constant across the burst for the entire system bandwidth.
·  For each burst, the transmission rank of interferers for TM3/4 is chosen randomly with 20/80 probability split of rank 2/1; 30/70 probability split of rank 2/1 for TM9 as in R-11 performance evaluations. The actual transmission rank is a Bernoulli trial based on this probability for each file transfer.
·  The interferer MCS as viewed by the UE is a random variable. In modeling this random variable, the deployment geometry needs to be captured. 
· We propose that the Download rate (DL_rate) for each file transfer is randomly generated based on a uniform distribution between rate_min and rate_max in Mbps, where rate_min and rate_max could be 5% and 95% of perceived throughput for UEs under full buffer simulations.

· Given the recent calibration of geometries across companies, rate_min and rate_max calibration is further simplified.
·  MCS: Transport Block Size (TBS) is calculated as DL_rate/1000/Number of Code Words. Quantize the TBS to the next higher TBS from the ITBS table based on PRB_alloc. MCS is then calculated based on the quantized TBS and capped to MCSmax.
·  Number of allocated PRBs (PRB_alloc) is proposed to be full band in the study item phase for the ease of performance evaluation.  For actual performance tests, partial allocation should be considered.
·  Number of SF for the download (Num_SF) is then calculated as FileSize/(QuantizedTBS x Number of Code Words)
Proposal 4: Define test cases in the WI phase to ensure that NAICS capable UEs are tested for variations in MCS/RI at a per-subframe, per-subband level granularity.
Proposal 5: Simulation scenarios for Phase 1 Alignment

· i) Case 1: 

Serving cell: TM4 Rank 1
Interferer1: TM4 Rank1 
Interferer 2: TM4 Rank1
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells

· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 

· ii) Case 2: 

Serving cell: TM2

Interferer1: TM3 Rank2

Interferer 2: TM2
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells

· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 

· iii) Case 3: 

Serving cell: TM9 Rank 1
Interferer1: TM9 Rank1 
Interferer 2: TM9 Rank1
· MCS configuration1: {MCS5, MCS5, MCS5} for the three cells

· MCS configuration2: {MCS5, MCS25, MCS25} 

· MCS configuration3: {MCS14, MCS5, MCS5}

· MCS configuration4: {MCS14, MCS25, MCS25} 

Proposal 6: Simulation scenarios for Phase 2 of NAICS evaluations using the model in Proposal 2.
i) TM4 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM4 per-burst rank + MCS 

· Intf2: TM4 per-burst rank + MCS

ii) TM2 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM3 per-burst rank + MCS 

· Intf2: TM3 per-burst rank + MCS

iii) TM9 rank 1 serving cell w/ wideband CQI + OLLA

· Intf1: TM9 per-burst rank + MCS

· Intf2: TM9 per-burst rank + MCS
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